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ABSTRACT

Electroencephalography (EEG) based systems utilize machine learn-
ing (ML) and deep learning (DL) models in various applications such
as seizure detection, emotion recognition, cognitive workload esti-
mation, and brain-computer interface (BCI). However, the security
and robustness of such intelligent systems under analog-domain
threats have received limited attention. This paper presents the
first demonstration of physical signal injection attacks on ML and
DL models utilizing EEG data. We investigate how an adversary
can degrade the performance of different models by non-invasively
injecting signals into EEG recordings. We show that the attacks
can mislead or manipulate the models and diminish the reliability
of EEG-based systems. Overall, this research sheds light on the
need for more trustworthy physiological-signal-based intelligent
systems in the healthcare field and opens up avenues for future
work.
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1 INTRODUCTION

The electroencephalography (EEG) signal is a physiological sig-
nal widely used in neuroscience research and clinical settings for
diagnosing and monitoring various neurological disorders. In re-
cent years, machine learning (ML) and deep learning (DL) have
become increasingly important in various EEG applications, includ-
ing but not limited to seizure detection in epilepsy patients [33, 34],
emotion recognition [43], cognitive workload estimation [37], and
brain-computer interface (BCI) applications [7, 10].

While EEG has many other potential applications in neuro-
science, psychology research, and BClSs, its use in epilepsy diagnosis
and treatment is of particular importance due to the potentially
life-threatening nature of the condition [16, 17]. ML and DL-based
seizure detection models have recently gained significant atten-
tion as promising tools for diagnosing epilepsy, with the ability to
accurately and automatically identify seizures from EEG signals.
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Figure 1: Our methodology is based on non-invasive signal
injections on EEG-based systems. Adversaries can remotely
modulate out-of-band electromagnetic signals to inject fab-
ricated brain wave signals into the circuits.

Despite their potential to greatly improve diagnosis outcomes,
the security and robustness of these systems under physical signal
injection attacks are yet to be investigated. Such attacks pose a
serious threat to machine learning-based systems in healthcare
applications, and the consequences can be severe. For instance, in
the case of seizure detection systems, the physical signal injection
attack could cause the system to misclassify normal brain activity as
a seizure or fail to detect a genuine seizure, leading to inappropriate
or delayed interventions that could result in adverse outcomes such
as brain damage, injury, or even death [25, 26].

This paper explores analog-domain threats to EEG-based sys-
tems. Specifically, we study the security and robustness of EEG-
based systems under electromagnetic interference (EMI) signal
injections (Fig. 1). We show that, by modulating electromagnetic
signals, external adversaries can non-invasively inject data into
EEG-based systems without acquiring permission to directly tam-
per with the dataset or the models.

We further identify the attack surface of EEG-based systems un-
der analog-domain attacks and characterize the attack mechanisms.
We find that different frequencies and waveforms of modulated EMI
signals can be remotely injected into the EEG data perceived by the
system, allowing adversaries to design specific types of attacks to
exploit EEG-based intelligent systems.

Our pilot study demonstrates the emerging threat of non-invasive
attacks on EEG-based systems. Our work shows that signal injec-
tion attacks can intentionally manipulate the results or significantly
degrade the performance of the models. Prior works focused on
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digital-domain threats exploiting the data, software, and communi-
cation of brain-computer interfaces [6, 24]. Our results highlight
the vulnerabilities of data acquisition, learning, and processing in
EEG-based systems under analog signal injections.

In summary, this paper makes the following contributions:

e We develop the first study on the security and robustness of
EEG-based systems under physical signal injections.

e We observe that different modulated EMI signals can be
non-intrusively injected into EEG-based systems, allowing
adversaries to design attacks to mislead or intentionally ma-
nipulate the EEG-based ML and DL models without requiring
access to the original data.

e We evaluate our attacks on different ML/DL models. The
attacks could cause the system to perceive normal brain
activity as a seizure or fail to detect a genuine seizure. Fur-
thermore, it remains challenging to filter the attack signals.
Our study highlights the need for more trustworthy EEG-
based data acquisition, processing, and intelligent systems.

2 BACKGROUND

EEG Signals. Brain cells communicate via electrical impulses. Elec-
troencephalography (EEG) signals are physiological signals gener-
ated from brain activities. Depending on the technology, electrodes
may be placed on the scalp or in the substance of the patient [29]
to collect EEG signals that are of the order of microvolts [19]. The
processing of EEG signals usually requires bandpass filtering and
notch filtering to remove noise. Epilepsy is a chronic, noncommu-
nicable brain disease characterized by recurrent epileptic seizures.
These seizures occur due to temporary excessive electrical activity
in the brain. Such abnormal and excessive electrical discharging
activities can be recorded and processed using EEG-based systems
for epileptic diagnosis.

EEG-based Models. This paper mainly focuses on machine learn-
ing (ML) and deep learning (DL) models that utilize EEG signals for
seizure detection. Developing EEG-based ML systems for seizure
detection typically involves several key steps. Firstly, the EEG data
must be preprocessed to remove noise and artifacts, which can
be done using various signal processing techniques, such as filter-
ing and artifact removal algorithms. Next, relevant features are
extracted from the preprocessed EEG signals. These features could
include statistical, time domain, frequency domain, time-frequency
domain, and nonlinear parameters, depending on the requirements
of specific tasks [2, 32]. Once the features are extracted, a classifier
is trained on labeled data to identify EEG data patterns indicative
of seizures. Various types of classifiers have been used for this
task, including support vector machines (SVMs), decision trees, and
random forest [34].

Recently, DL techniques have become popular for EEG-based
seizure detection tasks due to their ability to automate feature ex-
traction, perform end-to-end learning, and achieve state-of-the-art
results. Unlike traditional machine learning techniques, which often
require manual feature engineering and selection, DL models can
learn complex features directly from raw EEG data. In recent years,
various DL architectures have been proposed for seizure detection,
including convolutional neural networks (CNNs), recurrent neural
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Figure 2: In physical brain wave injection attacks, the out-
of-band EMI signals will be nonlinearly transformed in the
circuits, allowing the fabricated brain wave signals to affect
EEG-based ML and DL systems.

networks (RNNs), and their combinations, such as hybrid CNN-
RNN models [33]. These models have shown promising results and
outperformed traditional ML techniques on various benchmark
datasets.

3 METHODOLOGY

This section investigates how adversaries can attack EEG-based
intelligent systems in a non-invasive setting. DL and ML models are
vulnerable to attacks that directly tamper with the samples in the
digital domain. However, such attacks rely on strong assumptions
about the attacker’s capability and permission to directly modify the
internal training and testing data. The attackers also require prior
knowledge about the model structure and parameters of the victim
system, which is commonly referred to as a white-box attack. This
work addresses this issue by considering attacks that do not require
explicit modification or access to the victim system’s internal data
or model. Furthermore, we investigate the following question: can
adversaries inject signals with components similar to brainwave
signals [36] to manipulate DL and ML-based systems?

3.1 Brain Wave Injection

We first inject simple-pattern signals with different frequencies. We
then inject signal components in specific brain wave bands [36].
Injection of simple signals. We modulate the adversarial signal
a(t) onto a high-frequency out-of-band electromagnetic carrier.
The carrier signal enters the analog circuits of the EEG-based sys-
tems via electromagnetic coupling. After demodulating [31] the
interfering out-of-band signals in the analog circuit, the adversarial
signal a’ (t) will be superimposed [31] onto the original EEG signal
and influence the EEG-based systems. We illustrate this process in
Fig. 2. EEG acquisition devices are equipped with amplifiers and
analog-to-digital converters (ADCs) to measure EEG signals in the
order of microvolts [40]. Nonlinear sensor components (e.g., micro-
phones [11, 12, 18, 20, 30, 42]), including amplifiers and ADCs, can
allow for the demodulation of EMI signals [31].

We inject modulated EMI signals into an EEG electrode cap con-
nected to the OpenBCI Cyton biosensing board using an antenna,
as explained in Section 4.1. We make observations on the injected
data in both the time and frequency domains.

Observations. We observe that adversaries can inject sine wave
signals of different frequencies into the system using amplitude
modulation. The EMI signals will be demodulated by the non-linear
components in the analog circuits of EEG devices [31]. We find
that the injected sine wave signals are usually not ideal because
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Figure 3: Injecting modulated EMI signals. We inject 10-Hz
sine wave signals with 0.5-s intervals. Top: Injection data.
Middle: Original EEG data. Bottom: EEG data under injection.
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Figure 4: Injecting modulated brain wave (Theta wave) band
noise to original data. Top: Injeciton data. Middle: Original
EEG data. Bottom: EEG data under injection.

the demodulation of the out-of-band EMI signals in analog circuits
is usually imperfect. For example, when we modulate a 10-Hz sine
wave signal with high-frequency (573 MHz) electromagnetic carrier
waves, the demodulated signal in the EEG system shows that the
demodulation can generate artifacts that include other frequency
components (see Fig. 3, top right).

Although the injected simple-pattern signals, such as sine and
square waves, can affect the outcome of EEG-based systems (see
Fig. 6 and Tab. 2), they may be easily detected or filtered. We can
observe that the injected signals can become evident in the fre-
quency domain (see Fig. 3, bottom right), even though they are not
significant in the time domain.

Injection of brain wave components. Inspired by the physics
that human brain wave signals usually reside in bands categorized
as Theta, Alpha, Mu, Beta, etc. [36], we explore the effects of more
targeted injections of selective brain-wave-band components on
EEG-based systems. To inject such brain-wave-band components,
we process white noise signals with Butterworth band-pass filters

Figure 5: Injection Settings. We use an antenna to emit the
modulated EMI signals.

that correspond to the frequency ranges of specific brain wave
bands. We then modulate the band-pass filtered noise signals with
573-MHz carrier electromagnetic waves.

Observations. Compared to injecting simple-pattern signals such
as sine wave signals, the injected brain wave band noise can have a
smaller magnitude but affect the performance of the models more
significantly (Fig. 7). This is because the time and frequency-domain
features in specific brain wave bands can be affected by the injection.
Such attacks can be particularly challenging for victim systems to
mitigate because the injected brain-wave-band components are
blended with the original EEG signals in both time and frequency
domains (see Fig. 4). Additionally, brain-wave-band noise lacks a
distinct pattern like the sine wave, making it difficult to detect. The
EEG-based systems will perceive the injected signal as genuine
EEG signals, resulting in false outcomes for different models (see
Section 4.3).

3.2 Threat Model

The adversary can use antennas to non-invasively inject signals
from a range of one to several meters. They may also increase
the transmitting power and utilize directional antennas to inject
signals from a longer distance. Capable adversaries may even gen-
erate electromagnetic attack signals using signal towers or radars.
The adversaries could also use portable EMI-emitting devices. For
example, they may use off-the-shelf software-defined radio (SDR)
devices [1] to create a portable attack device that can be carried in
a backpack. The attack can be launched in non-line-of-sight set-
tings since EMI signals can penetrate many materials. The attack
device could be hidden under, inside, or behind a table, box, wall,
or other objects. We assume that the adversaries can induce signals
in a normal range in the analog circuits but usually cannot inject
signals that are much stronger than seizure signals or damage the
components.

We assume that adversaries may not directly modify the dataset.
Moreover, we consider a black-box attack setting where the adver-
sary does not have access to or knowledge of the internal structure
or parameters of the target or victim models.



Table 1: Performance of models on the clean test set.

Model Accuracy | Precision | Recall F1
LR 0.9920 0.9923 0.9920 | 0.9921
SVM 0.9920 0.9923 0.9920 | 0.9921
DT 0.9760 0.9765 0.9760 | 0.9762
RF 0.9920 0.9923 0.9920 | 0.9921
KNN 0.9680 0.9678 0.9680 | 0.9675
ConvNet1D 0.9920 0.9923 0.9920 | 0.9921

4 EXPERIMENTAL EVALUATION
4.1 Settings

Physical signal injection. As shown in Fig. 5, we place the elec-
trodes on the surface of a watermelon, which serves as a conductive
head phantom. This setting is similar to that in [5]. We use the
watermelon because its surface is conductive, like the human scalp,
thus providing a safe and inexpensive means to investigate the
risks of physical signal injections on EEG-based systems. We inject
physical signals with a directional antenna from a distance of 1.04
meter.

Data. Our study uses the Bonn University EEG dataset [4] for
baseline evaluation. The dataset has been used in numerous studies
to develop and evaluate algorithms for classifying EEG signals
into normal and seizure categories. The dataset comprises 500 EEG
segments, each lasting 23.6 seconds. The EEG signals were filtered
using a bandpass filter of 0.53-40 Hz. 100 EEG samples represent
seizure activity, and 400 samples are considered as normal. In our
attack evaluation, we scale the magnitude of EMI injected signals
collected from our device to comparable ranges of the samples from
the Bonn University dataset.

4.2 Baseline

Numerous machine learning methods use statistical, time, frequency,
time-frequency domain, and nonlinear parameters to detect epilep-
tic seizures [34]. In this study, we extract various standard frequency
and time-frequency domain features, including power spectral den-
sity (PSD) and wavelet coefficients, using the Welch and Discrete
Wavelet Transform (DWT) techniques. After extracting features
from the preprocessed EEG data, we use them to train machine
learning algorithms for seizure detection. Specifically, we use five
traditional ML models: logistic regression (LR), support vector ma-
chine (SVM), decision tree (DT), and k-nearest neighbors (KNN).
We divide the data into training and testing sets in a 75:25 ratio,
with 75% used for training and the remaining 25% used for testing.
We use a 5-fold cross-validation strategy to optimize hyperparame-
ters and prevent overfitting. Table 3 (see Appendix C) summarizes
the process of exploring hyperparameters and presents the optimal
hyperparameters obtained for each model through grid search. For
each model, hyperparameters were explored within a predefined
range of values, and the optimal hyperparameters were selected
based on the weighted F1 score.

We also use a 1D convolutional neural network (ConvNet1D)-
based DL model consisting of five Convolution-ReLU-MaxPool
layers and two fully connected layers. The model is trained on
pre-processed EEG data without explicit feature engineering, using
the Adam optimizer with a learning rate of 0.001 and a batch size of

Table 2: Performance of different models under physical
brain wave injection attacks using different modulated sig-
nals.

Injection Model | Accuracy | Precision | Recall | F1
LR 0.4720 0.8549 0.4720 | 0.4922
SVM 0.2880 0.8439 0.2880 | 0.2305
Sine wave DT 0.8800 0.9030 0.8800 | 0.8863
(10 Hz) RF 0.8320 0.9087 0.8320 | 0.8470

KNN 0.7920 0.8874 0.7920 | 0.8115
ConvNet1D | 0.3680 0.8481 0.3680 | 0.3552

LR 0.5040 0.8575 0.5040 | 0.5299

SVM 0.2400 0.8417 0.2400 | 0.1452

Square wave DT 0.8160 0.8758 0.8160 | 0.8308
(10 Hz) RF 0.7600 0.8909 0.7600 | 0.7838

KNN 0.6800 0.8769 0.6800 | 0.7111
ConvNet1D | 0.2560 0.8424 0.2560 | 0.1746

LR 0.6720 0.8758 0.6720 | 0.7036

Brain-wave- SVM 0.2720 0.8431 0.2720 | 0.2030
band noise DT 0.6160 0.8685 0.6160 | 0.6494
(Theta wave RF 0.2000 0.0400 0.2000 | 0.0667
band 4-7 Hz) KNN 0.2720 0.8431 0.2720 | 0.2030

ConvNet1D | 0.2000 0.0400 0.2000 | 0.0667

Confusion matrix for LR Confusion matrix for SVC Confusion matrix for DT
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Figure 6: Confusion matrices for different models on the
injected test set (sine wave, 10 Hz).

32. To prevent overfitting, we employ the early stopping technique,
monitoring the model’s performance on the validation set and
stopping training once the performance stops improving or begins
to degrade.

Table 1 depicts the performance results of traditional machine
learning algorithms and the deep learning model on the clean test
set. We use standard performance metrics like accuracy and F1-
score to discuss the results (see Appendix B). The confusion matrices
in Fig. 8 (see Appendix D) visually represent the models’ predictions.
All ML models achieve high accuracy, with F1 scores ranging from
96% to 99%. The LR, SVM, and RF classifiers obtain the highest F1
scores, all above 99%, while DT and KNN perform slightly worse
but still achieve F1 scores above 96%. The CovNet1D DL model also
achieves an F1 score greater than 99%.
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Figure 7: Confusion matrices for different models with the
EMI injected Theta-wave noises.

4.3 Attack Evaluation

We inject different types of signals, including sine wave, square
wave, and brain-wave-band noise, with varying frequencies into
the EEG device to assess the effectiveness of our attack. We then
add the scaled EMI-injected signals to the original samples in the
test set to simulate a real attack and gather the models’ predic-
tions. We filter all samples using a bandpass filter of 0.53-40 Hz
before feeding them to the classifiers as inputs. Table 2 shows the
performance of the models on the perturbed test set, i.e., the EEG
signals with injected EMI. We can observe that most of the models’
accuracy and F1-score significantly decrease under the physical
injection attack. For the 10 Hz sine wave injection, the accuracy of
LR, SVM, and ConvNet1D classifiers falls below that of a random
guess, rendering them useless. The performances of DT, RF, and
KNN are relatively less impacted. We notice similar results for the
10-Hz square wave as well. The most interesting results can be ob-
served for the brain-wave-band noise injection, which significantly
degrades the F1-score of all the models. The SVM, RF, KNN, and
ConvNet1D models’ performances are impacted to the point that
they become completely useless for the seizure detection task.

Figure 6 and Figure 7 show the confusion matrices for all the
models under physical injection attack with a 10 Hz sine wave
and theta wave band noise, respectively. We found that most of
the wrongly predicted samples belonged to the non-seizure class,
but they were predicted as seizures after the injection attack. We
also noticed similar trends for other injected waves in our experi-
ments. Due to space constraints, we have included more results in
Appendix D.

5 DISCUSSION

Mitigation. The use of shielding can help reduce certain types of
interference in EEG data acquisition systems but may also increase
their weight. Shielded sensors can still be susceptible to intentional
EMI signal injections [38]. While shielded rooms can effectively
reduce some types of noise in EEG recordings, such as power line
interference, they may not completely eliminate all sources of in-
terference [21]. Researchers also proposed methods to detect EMI

signals or extract the original sensor signals [39, 45]. However, since
EEG devices are highly sensitive compared to other sensors, any
attack mitigation methods must be carefully tested and verified to
ensure that they do not affect the normal functioning and usability
of EEG-based systems.

It may be possible to filter specific noises, such as white noises
or signals at a specific frequency. However, adversaries can inten-
tionally inject different kinds of signals, such as brain-wave-band
noises. As the ML and DL models rely on information extracted
from such components, filtering out such signals without signifi-
cantly impacting the original signals can be challenging. Moreover,
EEG signals are highly uncertain and usually contain more noise
than known signals, such as ECG [20] and replayed human voices
[20, 42], making it more difficult to distinguish the attacks.
Limitations and Future Work. We have observed that during our
physical injection attack, most non-seizure events are misclassified
as seizure events. It would be intriguing to investigate whether an
attacker could create specific waves to induce targeted misclassifi-
cations, such as classifying seizure events as non-seizure events or
vice versa. The attack distance is related to the transmitting power
and the gain [20]. Although the attack distance can be increased
with higher transmitting power and specialized electromagnetic
transmitters (e.g., high-gain antennas), our goal is to demonstrate
that physical signal injections can induce specific brain-wave-band
components to mislead EEG-based intelligent systems. In this study,
we do not assume that the adversaries can access the user’s EEG
recordings and replay the signals by modulating it on the EMI
carrier waves. We observe that brain-wave-band noise injections
induce fewer artifacts than sine wave injections (Section 3); we plan
to conduct more in-depth analysis and evaluation of the underlying
mechanisms and attack effects in the future.

6 RELATED WORK

Physical injection attacks on physiological signals. Attacks
on physiological signals can have critical and even life-threatening
implications. Prior works studied ECG signal injections based on
in-band attack signals [9, 20]. In-band EMI attacks [20] on cardiac
implantable electrical devices (CIEDs) can inhibit pacing and induce
defibrillation shocks [20]. In comparison to attacks on ECG signals,
our attacks are based on out-of-band signal injections targeting
more complex EEG signals. Further, we investigate the threats on
the security and robustness of EEG-based intelligent systems.
Other studies related to physiological signal injections targeted
skin temperature [38] and blood glucose level [15, 28]. These works
primarily focused on manipulating sensor values within the context
of medical control systems, such as infant incubators and artificial
pancreases, and did not study the threats to systems based on ML
or DL models.
Adversarial attacks on machine learning systems. Previous
research has shown that machine learning (ML) is vulnerable to ad-
versarial attacks [13, 35]. There are two types of adversarial attacks
based on the stage at which they are executed: poisoning attacks
and evasion attacks. Both of these attacks have been extensively
studied, mostly in the computer vision domain [8, 14, 22, 41]. How-
ever, physiological signals are time series that are continuous in



nature and are distinct from images. There have been relatively lim-
ited investigations into adversarial attacks targeted at time series
data. Our attack falls under the category of evasion attack, and we
discuss below a few of such recently published works.

Zhang et al. [44] showed that deep learning models used in
EEG-based Brain-Computer Interfaces (BCIs) can be vulnerable to
adversarial attacks. They conducted non-targeted evasion attacks
on three CNN classifiers in three BCI paradigms using a jamming
module and optimized the adversarial examples using unsupervised
FGSM. Aminifar [3] conducted a study on EEG-based epileptic
seizure detection and explored the use of Universal Adversarial
Perturbations (UAPs) in targeted evasion attacks. The approach
used was a white-box attack, which assumes complete knowledge
of the target classifier. Newaz et al. [27] conducted adversarial
attacks in machine learning-based smart healthcare systems con-
sisting of 10 vital signs, such as EEG, ECG, SpO2, respiration, blood
pressure, blood glucose, blood hemoglobin, and others. They car-
ried out targeted and non-targeted poisoning and evasion attacks
on both white-box and black-box models, and demonstrated that
such attacks can considerably reduce the accuracy of four different
classifiers in detecting diseases and normal activities, potentially
resulting in incorrect treatments.

While the attack strategies discussed above are promising in
theory, their practical application faces several challenges. One
significant challenge is trial-specificity, which requires the attacker
to generate distinct adversarial perturbations for each EEG trial.
Additionally, the attacker needs to gain direct access to and modify
the benign sample digitally in order to create an adversarial ex-
ample that will be received by the system. Furthermore, crafting
adversarial examples using optimization techniques can be com-
putationally expensive and often requires knowledge of the target
model [8, 23]. Adversarial perturbations are designed to fool the
targeted classifier and may not be effective against other models.
For example, adversarial perturbations exploit specific weaknesses
in a targeted classifier’s decision-making process that may not exist
or be different in other models. Additionally, the effectiveness of
perturbations can vary depending on a model’s architecture, train-
ing data, and optimization algorithm. These challenges limit the
practicality and applicability of existing attack methods, making
them less effective in real-world scenarios.

In contrast to existing methods, our approach to adversarial at-
tacks on EEG-based intelligent systems is simple, model-agnostic,
and can be executed in real-time. The adversaries do not need per-
mission to access or modify the digital EEG samples to launch the
attack, as they can corrupt the EEG recordings by non-invasively
injecting EMI signals into EEG acquisition systems. Our method is
potentially more dangerous, as it can evade a wide range of classi-
fiers without requiring any specific knowledge of the target models.
This makes our method highly effective in real-world scenarios
where an attacker may not have prior knowledge of the target
system.

7 CONCLUSION

We studied non-invasive attacks on EEG-based systems. Our work
demonstrated the emerging threats of manipulating critical bioelec-
tric signal-based intelligent systems with physical signal injections.

We evaluated our attack against various commonly used machine
learning algorithms and a deep learning model for seizure detection.
Results show that the physical injection attacks can significantly de-
grade the performance of these ML/DL models. We also discovered
that by injecting specific brain-wave-band noises, adversaries could
manipulate the EEG-based intelligent systems without prior knowl-
edge of the model or data. Because brain-wave-band signals are
essential for EEG-based applications, it is difficult to eliminate only
the injected components. Our work highlights the need for more
trustworthy bioelectric-signal-based measuring, processing, and
decision-making to improve the safety and reliability of intelligent
systems utilizing complex EEG signals.
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APPENDIX A. IMPLEMENTATION AND
EVALUATION PLATFORM

We utilized Python for our implementation. We developed, trained,
and evaluated ML models using the Scikit-Learn library and the
DL model using the PyTorch framework. We ran our experiments
on an Ubuntu 18.04 workstation with an Intel i9-10980XE CPU, an
NVIDIA Quadro RTX 8000 GPU, and 256 GB of memory.

APPENDIX B. PERFORMANCE METRICS

For seizure detection, our task is to classify an EEG trial into ei-
ther or non-seizure class (i.e., binary classification task). When it
comes to binary classification tasks, the model is trained to predict
between two classes - positive (seizure) and negative (non-seizure).
The four most commonly used performance metrics in binary classi-
fication are accuracy, precision, recall, and F1-score. These metrics
are calculated as follows:

B TP+TN
ccuracy =
Y= TP+TN+FP+FN

. TP
Precision = ————
TP+ FP
TP
Recall = ———
AT TPIEN

Precision - Recall
Fl1=2- —¢——F——
Precision + Recall

Here, TP, TN, FP, and FN represent the number of true positives,
true negatives, false positives, and false negatives, respectively.
While accuracy is a useful metric in many machine learning tasks,
it may not be the most appropriate metric for our seizure detection
task due to the imbalance in our dataset. As such, the Fl1-score
provides a more accurate evaluation of model performance as it
strikes a balance between precision and recall by penalizing extreme
values of either.



APPENDIX C. HYPERPARAMETER TUNING Table 4: Peformance of different models under physical sig-

FOR MACHINE LEARNING (ML) MODELS nal injection attacks using different frequencies.
Injection Model Accuracy | Precision | Recall | F1
LR 0.2000 0.0400 0.2000 | 0.0667
SVM 0.2000 0.0400 0.2000 | 0.0667
Sine wave DT 0.9360 0.9515 0.9360 | 0.9391
(20 Hz) RF 0.9360 0.9515 0.9360 | 0.9391
KNN 0.9360 0.9420 0.9360 | 0.9377
Table 3: Hyperparameters searched and optimal hyperpa- ConvNet1D | 0.7680  |0.8926 | 0.7680 | 0.7909
rameters found for different ML models using Grid Search LR 0.2000 0.0400 0.2000 | 0.0667
with 5-fold cross-validation. SVM 102000  10.0400 | 0.2000 | 0.0667
Sine wave DT 0.8880 0.8851 0.8880 | 0.8862
Hvperparameters Ovtimal (30 Hz) RF 0.9520 0.9613 0.9520 | 0.9538
Model P Best Score v KNN  [0.9520 |0.9547 |0.9520 |0.9494
Searched Hyperparameters . - - .
IR |{C[0.1, 1, 10, 100, 10007} 09787 _|{C": 10} ConvNet1D | 0.8240 | 0.9064 | 0.8240 | 0.8400
SVM {‘Cl”: [[0‘11, 1, 1,0,‘ 11())3,]}1000], ‘ker- 0.9892 {“%;:’;0, ‘kernel’: LR 0.8400 09111 0.8400 | 0.8540
nel: near, T I
DT |{'max_depth™ [1, 2, 3, 4, 5], 0.9838 [{'max_depth’: 4, . SVM 0.2000 0.0400 0.2000 | 0.0667
‘min_samples_split’: [2, 4, 6, 8, ‘min_samples_split’: Sine wave DT 0.9200 0.9216 0.9200 | 0.9139
10], ‘min_samples_leaf™: [1, 2, 2, (40 Hz) RF 0.9520 0.9613 0.9520 | 0.9538
3,4, 5,], ‘criterion’: [‘gini’, ‘en- ‘mir‘l_svamPles,_le‘af’: KNN 0.9440 0.9450 0.9440 | 0.9444
tropy’]} :r’op;f}‘te“"“ Qe ConvNet1D | 0.9920 | 0.9923 | 0.9920 | 0.9921
RF [{'n_estimators [10, 20, 30, 0.9813  [{'n_estimators™ 20, LR 0.9600 0.9619 0.9600 | 0.9583
40, 50, 60, 70, 80, 90, 100], ‘max_depth’: 2} SVM 0.4000 0.7927 0.4000 | 0.4109
‘r?}ax,dewh’r [None, 1,2, 3, 4, Sine wave DT 0.9280 0.9291 0.9280 | 0.9234
5
KNN [{n_neighbors:[1,3,5,7,9,11,| 09721 [{n_neighbors™ 1, (50 Hz) RF 0.9600 0.9667 0.9600 1 0.9613
13, 15], ‘weights’: [‘uniform’, ‘weights’: ‘uniform’} KNN 0.9600 0.9619 0.9600 | 0.9583
‘distance’]} ConvNet1D | 0.9920 0.9923 0.9920 | 0.9921

Table 5: Peformance of different models under physical in-
jection attacks in different brain wave bands.

Injection Model Accuracy | Precision | Recall | F1
APPENDIX D. SUPPLEMENTARY RESULTS LR 0.6720 0.8758 | 0.6720 | 0.7036
. SVM 0.2720 0.8431 0.2720 | 0.2030
Brain wave
. DT 0.6160 0.8685 0.6160 | 0.6494
band noise
(Theta wave) RF 0.2000 0.0400 0.2000 | 0.0667
KNN 0.2720 0.8431 0.2720 | 0.2030
ConvNet1D | 0.2000 0.0400 0.2000 | 0.0667
LR 0.9440 0.9563 0.9440 | 0.9464
. . . . . . . SVM 0.9760 0.9767 0.9760 | 0.9754
Confusion matrix for LR Confusion matrix for SVC Confusion matrix for DT Brain wave DT 0.8480 0.9136 0.8480 | 0.8609
: : : band noise RF 07760 | 08943 | 0.7760 | 0.7980
_9 i k] 1 9 2 (Alpha wave) : : : :
3 < < KNN 0.9760 0.9767 0.9760 | 0.9754
<= = = ConvNet1D | 0.2160 0.8407 | 0.2160 | 0.0989
=3
EEl o 25 oo 25 Y 24 LR 0.8880 0.9282 | 0.8880 | 0.8960
& 3 3 . SVM 0.9200 0.9429 0.9200 | 0.9246
Brain wave
- - - - - n . DT 0.8400 0.9111 0.8400 | 0.8540
Non-seizure  Seizure Non-seizure  Seizure Non-seizure  Seizure band noise
Confusion matrix for RF Confusion matrix for KNN Confusion matrix for ConvNet1D (Mu wave) RF 0.7760 0.8943 0.7760 | 0.7980
g g g KNN 0.8640 0.9106 0.8640 | 0.8742
3 1 3 1 3 1 ConvNet1D | 0.2160 0.8407 0.2160 | 0.0989
85 s s LR 0.2000 0.0400 0.2000 | 0.0667
2 . SVM 0.2000 0.0400 0.2000 | 0.0667
E g 3 Brain wave
3 0 25 3 3 22 3 0 25 . DT 0.9280 0.9471 0.9280 | 0.9318
@ @ @ band noise
«n v n (Beta wave) RF 0.9200 0.9429 0.9200 | 0.9246
Non-seizure ~ Seizure Non-seizure  Seizure Non-seizure  Seizure KNN 0.9600 0.9598 0.9600 | 0.9590
Predicted label Predicted label Predicted label ConvNet1D | 0.8640 0.9190 0.8640 | 0.8749

Figure 8: Confusion matrices for different models on the
clean test set.
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