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Preface

The objective of this book is to help readers learn more about the security and safety
issues in the area of implantable medical devices (IMDs). This book takes the view
that security concerns are critical in IMDs because there is the potential that a patient
may be directly harmed without warning or notice. In this book, we present two
plausible solutions for normal cases and emergency cases. We hope these solutions
will inspire readers to propose better solutions. In addition, we review a number of
current works published within the last five years. Furthermore, we discuss many
future works at the end of this book, and we hope it will be helpful for researchers
who are interested in this field.

In this book, we provide an overview of new security attacks, challenges, defense
strategies, design issues, modeling and performance evaluation in wireless IMDs.
We mainly discuss two methods to perform access control for IMDs. One scheme
is pattern-based, and the other is biometric-based.

Solutions in the book are for IMDs. This reflects both the restrictions and the
specific properties of IMDs. However, we feel that it should not be difficult for
researchers of other medical devices to find or construct similar solutions of their
own. While studying corresponding security defenses, the readers will also learn the
methodologies and tools of designing security schemes, modeling, security analy-
sis, and performance evaluation, thus keeping pace with the fast-moving field of
wireless security research.

Temple University, Philadelphia
July 2012

Xiali Hei and Xiaojiang Du
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Chapter 1
Overview

Abstract This chapter introduces the background of wireless IMDs and the related
security issues. For ease of understanding, we first discuss the challenges of securing
IMDs. The organization of the book is given in the last paragraph.

1.1 Wireless IMDs

Around the globe, the market for electronic IMDs is set to expand significantly. Ac-
cording to a study by the Freedonia Group, medical implants is a $23 billion industry
in the United States in 2007, $36 billion industry in the United States in 2012, and
this market is expected to increase 7.7 percent annually to $52 billion in 2015, based
on an increasing prevalence of chronic disorders and the introduction of new prod-
ucts. These products have benefited from technological advances, and growth is ex-
pected to be strong over the forecast period. Next generation devices have increased
consumer’s confidence in orthopedic, cardiovascular and other IMDs. Demand also
benefits from the lack of alternative treatments for many chronic disorders and in-
juries. Furthermore, the ability of medical implants to reduce overall treatment cost
for many conditions, including osteoarthritis and chronic heart failure, will continue
to grow the market for these products.

In recent years, the range of available IMDs has expanded and includes cardiac
pacemakers, defibrillators, cochlear implants, insulin pumps, neurostimulators and
various drug delivery systems. They can be used to treat chronic ailments such as
cardiac arrhythmia [2], diabetes, and Parkinson’s disease. Many IMDs are enabled
with wireless communication capabilities and can communicate with an external
computer/reader wirelessly. Examples of IMDs include oximeters [3], defibrillators,
pacemakers [4], patient monitors [5] and neurostimulators for treatment of epilepsy
and other debilitating neurological disorders. Fig. 1-4 show some IMDs.

1



2 1 Overview

1.2 Security Issues in IMDs

With the rise in use of IMDs, security becomes a critical issue, as attacks on IMD-
s may do harm to the patient [6]. There are a couple of attacks that an adversary
may launch on IMDs. For example, pacemakers and implantable cardioverter defib-
rillator (ICDs) contain a magnetic switch that is activated by sufficiently powerful
magnetic fields [7]. The current magnetic-switch-based access does not require any
authentication and thus is insecure. Vulnerabilities in the communication interface
of wireless programmable IMDs may allow attackers to monitor and alter the func-
tion of medical devices without even being in close proximity to the patient [8].
The consequences of an unprotected IMD have the potential to be fatal [9]. Kevin
Fu et al. launched an attack against an implantable cardioverter defibrillator using
a software radio to deliver a defibrillation (shock). Similarly, IBM’s Jay Radcliffe
presented an attack against insulin pumps in Aug. 2011. Using an easily obtainable
USB device, Radcliffe [10] was able to track data transmitted from the computer
and control the insulin pump’s operations by intercepting wireless signals sent be-
tween the sensor device and the display device on his BG monitors; and he could
cause them to display inaccurate readings. To launch this attack, the serial number
of the target device must be known beforehand. In Oct. 2011, McAfee’s Barnaby
Jack extended Jay’s work and discovered more fatal attacks including disabling the
device alarm and subsequently delivering a lethal dose without knowing the de-
vice’s serial number in advance. In addition, IMDs contain sensitive patient data

Fig. 1.1 Insulin pumps from [1] used with permission from Medtronic Mini-Med, Inc.
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and information. A health insurance company may be interested in this kind of data,
which could be used to increase patients’ health insurance premium or even deny a
patient’s request.

IMD readers may be installed near the gate of a building by a malicious party,
and the readers can harvest privacy information from patients’ IMDs when they
walk through the gate. To sum up, many attacks could be launched on IMDs, and it
is critical to provide security and privacy capabilities to IMDs.

1.3 Challenges and Research Issues

Securing IMDs is a very challenging task due to their very limiting resource con-
straints in terms of energy supply, processing power, storage space, etc. An IMD is
implanted in a patient’s body and is expected to operate for several months or years.
Typical IMDs are powered by a non-rechargeable battery, and replacement of the
battery requires surgery. Re-charging an IMD via an external RF electromagnetic
source causes thermal effects in body tissues and thus is not recommended. Unlike
general medical sensors that may use AA-type or renewable (e.g., solar) batteries,
an IMD typically uses silver vanadium oxide batteries and therefore is very vulner-
able to the Resource Depletion (RD) attacks [11]. The RD attacks include a number
of attacks that try to consume as much energy as possible, such as Denial of Ser-
vice (DoS) attacks and forced authentication attacks (discussed later). These kinds
of attacks can be easily launched but are difficult to defend against. A number of
literatures [12], [13], [14], [15], [16] have studied DoS attacks on wireless sensor
networks. Raymond and Midkiff [14] provide a survey of DoS attacks against sen-
sor networks. However, the security schemes designed for sensor networks cannot
be directly applied to IMDs, because IMDs have much less available resources than
typical sensor nodes. For example, a Mica2 mote sensor has 128KB programmable
memory and 512K data memory [17], while an IMD may have less than 10KB mem-

Fig. 1.2 A defibrillator.
Image from [4] used with
permission from Medtronic
Mini-Med, Inc.



4 1 Overview

ory. Furthermore, it is much easier to replace the battery for a sensor node than for an
IMD. Hence, special light-weight security schemes need to be designed for IMDs.
Another difference between sensor nodes and IMDs is that an IMD is implanted in a
patient’s body and directly involves a human (the patient). Hence, effective security
schemes for IMDs may utilize the human in their design.

During emergencies, a patient (say Bob) may be unconscious and cannot provide
his credentials (such as a token or a key) to the medical personnel, nor can he show
his ID or inform medical personnel about his medical information. In addition, nei-
ther device-based schemes nor family-based schemes [18] can be used if the patient
has an emergency outside his home country. In this case, the safety of patients out-
weighs the security and privacy concerns of IMDs. A good access control scheme
should satisfy security, privacy and safety requirements.

In this book, we present related works in Chapter 2, which consists of defense
solutions for IMDs in normal situation as well as during emergencies. In Chapter
3, we discuss the Resource Depletion (RD) attacks and a defense scheme based on
a patient’s IMD access pattern. In Chapter 3, we present a light-weight biometrics
based secure access control scheme for IMDs during emergencies. The conclusion
and our future directions are given in Chapter 5.

Fig. 1.3 A neurostimulator.
Image from [4] used with
permission from Medtronic
Mini-Med, Inc.
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Fig. 1.4 A pacemaker. Image from [4] used with permission from Medtronic Mini-Med, Inc.





Chapter 2
Related Work

Abstract This chapter describes the related work to our research, and it includes
a brief survey on defense solutions to protect IMDs during normal situations, ac-
cess control schemes for IMDs during emergencies, and related work on biometric
systems.

2.1 Introduction

In the past several years, many research groups have dedicated themselves to secu-
rity issues of IMDs. For example, Kevin Fu’s group at University of Massachusetts
Amherst and Fei Hu’s group at University of Alabama have been working in this
field for several years. There is a new conference called HealthSec Workshop that is
held in conjunction with the USENIX Security Symposium. This field has attracted
more and more attentions from various people, including recognitions by computer
security specialists, patients, medical personnel, medical device manufactures and
government regulatory agencies such as the Food and Drug Administration (FDA).

2.2 Related Work on IMD Security

There are a lot of solutions proposed to address the security issues on IMDs during
normal (non-emergency) situations. Some literature propose the use of an additional
external device, such as an access token [19] or a physical communications cloaking
device [20]. However, these external devices may be stolen, lost, or misplaced by
the patient. In addition, these devices can disclose the patient’s status. Certificate-
based approaches [21] require the IMD reader to be able to access the Internet,
and in addition a global authority is needed to maintain certificates. The certificate-
based approaches have two drawbacks: First, a reader may not always have online
access. Second, it is costly to maintain a global certification authority. In [16], the

7



8 2 Related Work

authors propose allowing IMDs to emit an alert signal (sound, vibrations, etc.) when
it is engaging an interaction. However, this approach may not work in noisy envi-
ronments or area with barriers, and may consume excessive battery power. Some
papers (e.g., [22], [23] and [24]) propose schemes that deny long distance wireless
interactions with an IMD unless the proximity of the IMD is verified. For example,
the secure telemetric link solution in [22] proposes the use of a physical backdoor
to verify if the reader is acceptably close to the IMD. Access control based schemes
on close-range communication is very intuitive, however, it is not secure against an
attacker that uses special equipments (e.g., high-gain antennas), and it cannot pre-
vent the resource depletion attacks. The authors in [24] propose a new IMD access
control scheme based on ultrasonic distance bounding. The authors of paper [25]
proposes using zero power (harvested RF energy) authentication, zero power notifi-
cation, and sensible security of patients to protect the IMD. Our paper [11] proposes
utilizing patient’s IMD access pattern and designs a novel Support Vector Machine
(SVM) based scheme to address the RD attacks. With the assistance of the patient’s
cell phone, the scheme [11] is very effective in non-emergency cases. In addition,
we [26] propose utilizing a patient’s biometric information to perform authentica-
tion during emergency situations. Other literature [27] proposes a wearable device
called “the shield,” designed to jam any incoming signals to the medical device. It
doesn’t require any modification to equipment the patient already has, and it is smal-
l enough that it can be easily removed for medical procedures. The built-in alarm
beeps or vibrates to alert a patient or care giver of an incoming attack. This solu-
tion does not require cryptographic mechanisms and is directly applicable to IMDs
that are already implanted. Using a USB device (which is used to upload the data
to the web-based Carelink system) purchased from eBay, Radcliffe [9] was able to
track data transmitted from the computer and control the insulin pump’s operations.
He found that by intercepting wireless signals sent between the sensor device and
the display device on his BG monitors, he could cause them to display inaccurate
readings. However, he needs to know the serial number in advance, which can be
harvested using existing technology. McAfee’s Barnaby Jack could furtively deliv-
er fatal doses to diabetic patients, even the entire reservoir of insulin-300u. With
software and a special and custom-built antenna designed by Jack, he can locate
and seize control of any device, i.e. instruct the insulin pump to perform all man-
ner of commands within 300 feet, even when he doesn’t know the serial number.
Also he can just scan for any devices in the vicinity and they will respond with the
serial number of the device. Other literature [28] discusses possible attacks on wire-
less insulin pumps and proposes using a traditional cryptographic approach (rolling
code) combined with body-coupled communication to secure device communica-
tions. Our group focus on how to detect the malicious increment of insulin dosage,
how to build the audit schemes on different IMDs from different manufacturers, and
how to decrypt the special communication protocols of IMD system.
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2.3 Related Work on Biometrics

Biometric recognition, or biometrics, refers to the automatic identification of a per-
son based on his/her anatomical (e.g., fingerprint, iris) or behavioral (e.g., signature)
characteristics or traits [29]. This method of identification offers several advantages
over traditional methods involving ID cards (tokens) or PIN numbers (passwords)
for various reasons: (i) the person to be identified is required to be physically present
at the point-of-identification; (ii) identification based on biometric techniques obvi-
ates the need to remember a password or carry a token. With the increased integra-
tion of computers and Internet into our everyday lives, it is necessary to protect sen-
sitive and personal data. Biometric techniques can potentially prevent unauthorized
access to ATMs, cellular phones, laptops, and computer networks. Unlike biomet-
ric traits, PINs or passwords may be forgotten, and credentials like passports and
driver’s licenses may be forged, stolen, or lost. As a result, biometric systems are
being deployed to enhance security and reduce financial fraud. Various biometric
traits are being used for real-time recognition, the most popular being face, iris and
fingerprint. However, there are biometric systems that are based on more than one
biometric trait such as retinal scan, voice, signature and hand geometry together to
attain higher security and to handle failure to enroll situations for some users. Such
systems are called multi-modal biometric systems.

The basic idea of biometric cryptosystems [30] is either binding the cryptograph-
ic key with biometric templates (i.e., codes) or generating a key directly from the
template. Therefore, biometric cryptosystems can be classified into two types: key
binding and key generation.

Key binding schemes need additional credentials. Key generation schemes gen-
erate some public information to assist in verification. In fingerprint recognition,
there is a term named helper data - which is public information about the biomet-
ric template, and it is used to deal with the fuzziness of biometric signals during
the verification phase. The public information is supposed to reveal no important
information about the biometric template while at the same time it is useful in the
verification phase. The three most common biometric cryptosystem schemes are:
fuzzy commitment [31], fuzzy vault [32] and fuzzy extractor [33].

Fuzzy Commitment Biometric data storage must be used as less as possible,
because it is not easy to cancel or revoke them when biometric templates are com-
promised or stolen. Juels and Wattenberg propose a biometric system in [31]. Their
method is called Fuzzy commitment because a cryptographic key is decommitted
using biometric data. Here, fuzziness means that a value is sufficiently close to the
original to extract the committed value. However, this scheme has some shortcom-
ings because it is based on infeasible assumptions.

Fuzzy Vault Scheme Juels and Sudan propose Fuzzy vault schemes in [32],
which can be considered as an extension of the fuzzy commitment schemes. They
employ a Reed-Solomon code and evaluate the codeword using a polynomial over
a set of points. One practical implementation of the fuzzy vault is in the form of a
secure smart-card, as proposed in [34].
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In [35], the authors show that hardening the fuzzy vault scheme with a pass-
word enhances its security and provides revocability and protection against cross-
matching across different biometric systems. There are fuzzy vault implementations
based on a user’s face ( [36]) and hand-written signature ( [37]). Moreover, two im-
portant schemes based on the key binding model are proposed in (see [38], [33]).
The first scheme uses the fuzzy vault scheme to bind a secret with iris images, while
the second one proposes a fuzzy extractor, according to the definitions of Dodis et
al. [33].

Fuzzy vault schemes have some limitations: 1) If the same biometric data is used
to construct different vaults with different polynomials and chaff points, the genuine
points can be easily identified by correlating the abscissa values from the fuzzy
vaults of different systems. 2) The set of chaff points is bigger than the set of genuine
points and an attacker may be able to substitute some points of the chaff-point set.
In this way the attacker and the original user can be identified with the same fuzzy
vault. 3) The non-uniformity of biometric features makes it possible to identify the
genuine set from the set of chaff points by using a statistical analysis. Chang and Li
have analyzed this problem in ( [39]).

Fuzzy Extractor Scheme A Fuzzy extractor scheme is a biometric tool whose
purpose is to authenticate a user using their own biometric template as a key. It
works by extracting a uniformly random string S from a biometric template B in a
way that is noise-tolerant. This means that if the biometric template changes to B’
but remains close, the string S can still be reproduced exactly. To help the repro-
duction of S, the first time the fuzzy extractor is used, i.e., in the enrollment phase,
it outputs a helper string H that can be made public safely without decreasing the
security of S.

The role of each variable is described in the following: S is the encryption or
authentication key and H is the public data stored in the database whose function is
to recover S. The user’s biometric template acts as the key to recover S. The fuzzy
extractor process can be considered as a pair of efficient randomized procedures:
Generate (Gen) and Reproduce (Rep). The correctness of the whole procedure de-
pends on the differences between B and B’. A basic tool needed in the development
of a fuzzy extractor is a secure sketch. It allows the precise reconstruction of a noisy
input. On input B a procedure outputs a sketch C. Then, given C and a value B’
close to B, it is possible to recover B. The sketch is secure in the sense that it does
not reveal much information about B even if C is known. Thus, it is possible to store
C.

2.4 Summary

Security on wireless medical devices is a relatively new research field, which is far
from being well exploited. Most of the current solutions have many limitations and
cannot be widely applied. Therefore, better solutions are needed. This field has also
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received attentions from many academic scientists and industry specialists, and it is
expected to grow in the future.





Chapter 3
The Resource Depletion Attack and Defense
Scheme

Abstract With the rapid growth of IMDs, IMD security becomes a critical issue
since the attacks on the devices may directly harm the patient. IMDs typically have
very limited resources in terms of energy, processing capability, and storage. In this
chapter, we will introduce a new kind of attack on IMDs: the Resource Depletion
(RD) attack, which is used to quickly deplete the resources of an IMD, such as bat-
tery power. The RD attacks can reduce the lifetime of an IMD from several years to a
few weeks. The attacks can be easily launched but cannot be defended by traditional
cryptographic approaches. In our paper [11], we propose utilizing the patient’s IMD
access pattern, and we design a novel Support Vector Machine (SVM) based scheme
to address the RD attacks. Our SVM-based scheme is very effective at defending a-
gainst the RD attacks. Our experimental results show that the average detection rate
of the SVM-based scheme is above 90%.

3.1 Introduction

Due to the limiting resources of IMDs in terms of energy supply, processor capa-
bility, and storage space, it is challenging to design efficient access control schemes
for IMDs. An IMD is implanted in the patient’s body and is expected remain op-
erational for several years. Most IMDs are powered by a non-rechargeable battery,
and replacing the battery requires surgery. Re-charging an IMD from an external
RF electromagnetic source causes thermal effects in body tissue and is therefore not
recommended. Unlike general medical sensors that may use AA-type or renewable
(e.g., solar) batteries, an IMD typically uses silver vanadium oxide batteries, and
is therefore very vulnerable to the RD attacks. The RD attacks include a number
of attacks that try to consume as much of the IMD’s resources as possible, similar
to the Denial of Service (DoS) attacks and forced authentication attacks (discussed
later). The RD attacks can be easily launched and are difficult to defend against.

Ideally, an IMD should only communicate with a small number of readers (such
as those in the patient’s home and the Doctor’s office). Furthermore, the communi-
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cation should not happen at anytime (unless it is an emergency). For most patients,
access to the IMD should exhibit some sort of pattern. Based on this observation,
we propose to first build a model of normal patient IMD access, which can then be
used to detect malicious access attempts by using the model combined with an effi-
cient classification algorithm. If an IMD detects a malicious access attempt; it will
enter a sleep mode and conserve its energy. The above scheme avoids an energy-
expensive authentication process, which means it saves energy for the IMD, there-
fore effectively defends against RD attacks. In this chapter, we present a novel secu-
rity scheme that is based on patient IMD access patterns and utilizes Support Vector
Machines (SVMs). In this scheme, we use the patient’s cell phone to perform most
of the computations (such as SVMs). The proposed security scheme is the first line
of defense, i.e., the scheme runs before any authentication procedure. If an access
attempt does not pass our scheme, no authentication will be performed. This saves
significant amounts of device energy. If a reader passes our scheme, it still needs
to pass the authentication, which provides additional security to IMD access. We
present the details of our SVM-based security scheme in chapter 3.3.

3.2 Attack Model

In this chapter, we consider a RD attack that can be easily be launched by an attacker.
The RD attack is referred to as a forced authentication attack, and it is described be-
low. IMDs communicate wirelessly with external readers. When an external reader
attempts to connect with an IMD, the first step is to perform authentication between
the IMD and the reader. If authentication does not pass, then the IMD drops com-
munication with the reader. However, the authentication process itself requires the
IMD to perform quite a few communications and computations, which consume a
considerable amount of energy. If an unauthorized reader repeatedly tries to connect
with an IMD, it would cause the IMD to perform multiple authentications, consum-
ing a lot of battery power. In addition, this kind of attack generates a mass of security
logs, which is itself a RD attack on the IMD’s storage capability.

The forced authentication attack can be easily launched by an attacker through
the use of software radio technology, as illustrated in Fig. 3.1. Through these RD
attacks, an attacker could cause direct harm to a patient by exhausting the IMD’s
power supply. The RD attack can reduce the effective lifetime of an IMD from
several years to several weeks, rendering the IMD useless, possibly even causing
harm to the patient. Hence, it is critical to design both light-weight and effective
security schemes for IMDs, which can defend against the RD attacks.
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3.3 The Patient-Access-Pattern-based Defense Scheme

To defend against the RD attacks, we propose a light-weight security scheme that u-
tilizes patient IMD access patterns and Support Vector Machines (SVMs). Note that
our scheme is the first line of defense, i.e., the scheme runs before any authentication
procedure. Even if our scheme fails to prevent unauthorized access, an unauthorized
reader still cannot gain access to the IMD if it does not pass the authentication. We
discuss the modeling of patient IMD access patterns in chapter 3.3.1, and we present
our SVM-based defense scheme in chapter 3.3.2. Note that the focus of this chap-
ter is on IMD access when the patient is in normal (non-emergency) conditions. In
chapter 3.3.3, we discuss the solutions for IMD access when the patient is under an
emergency situation.

3.3.1 Detailed Design

3.3.1.1 Modeling Patient IMD Access Pattern

An IMD is different from other wireless devices such as cell phones. A cell phone
may have communications at any time and in many different locations. However,
an IMD should only communicate with a limited number of readers (such as those
in the patient’s home and Doctor’s office), and should not communicate with any
readers at any time, with exceptions occurring only during emergency situations. For
most patients, access to the IMD should exhibit a certain pattern. For example, the
patient typically reads the IMD every morning and/or every evening at home. The
patient’s IMD typically communicates with a reader in a Doctor’s office between
9am and 5pm. Furthermore, a particular IMD reading may have a fixed frequency,
only occurring in certain locations or when certain patient conditions are satisfied.
Based on the above observations, we propose an access-pattern based scheme to
defend against the RD attacks. The scheme is presented below.

First, the patient’s normal access pattern is obtained and utilized as training data.
Second, an efficient classification algorithm is used to build a model of the patient’s
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Fig. 3.1 Launching RD attacks using software radios
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normal behavior. Third, the model is implemented in the patient’s IMD and used to
detect RD attacks in real-time.

We consider five kinds of IMD access data: reader action type, time interval of
the same reader action, location, time, and day. The data is represented as a vector:
x =< a1(x),a2(x),a3(x),a4(x),a5(x) >, where a1(x) is the type of action that the
reader wants to perform on the IMD; a2(x) is the time interval of the same action.
The types of action depend on the type of IMD. For an implantable cardioverter
defibrillator (ICD), the action could be one of the followings: ICD identification;
obtaining patient data; obtaining cardiac data; changing patient name; setting ICD’s
clock; changing therapies; and inducing fibrillation. a3(x) is the location of the IMD,
which has a few authorized values: e.g., home, hospital, pharmacy; a4(x) is the
time of the IMD reading, e.g., 24 different values representing hours of the day;
a5(x) represents the type of day, which has two values weekday, weekend. In our
experimental implementations, all data is normalized to get better results.

Combining the IMD reader action type with the time interval, location and timing
information can be very effective in detecting other types of attacks possible attacks
other than RD attacks. For example, some actions (such as ICD identification and
changing patient name) should only be performed in the Doctor’s office. If these ac-
tions happen in other locations, it is probably an attack. During non-emergency con-
ditions, most actions should have a pre-determined frequency. For example, reading
the cardiac data is done once a day. If the time interval of this action is only 3 hours,
it may be an attempt from an adversary at unauthorized access. The patient’s cel-
l phone may store his/her IMD access pattern, such as reading frequency and the
previous time of each action.

3.3.1.2 The SVM-based Security Scheme

Many modern cell phones have build-in RF reader and GPS functionality (such as
e-GPS). Note that a cell phone has much more energy, computation and storage
capability than an IMD. Hence, we propose shifting most computations and storage
tasks to the patient’s cell phone. The patient’s cell phone stores related data and runs
the classification algorithm. We use Fig.3.2 to illustrate the scheme.

When contacted by a reader, the IMD first sends a short Verification message to
the patient’s cell phone. The cell phone then runs the classification algorithm, based
on the reader action type, current location and time, and stored history data. The
cell phone makes the following decisions with the output from the classification al-
gorithm: (1) if the output indicates that this is a normal access, it sends a Continue
command to the IMD, signalling to the IMD that it may continue communication
with the reader (i.e., perform the standard authentication); (2) if the cell phone in-
dicates that this is an attack, it sends a Block command to the IMD, and the IMD
will enter a sleep mode, thereby thwarting the RD attack; (3) if the output does not
have high confidence, then the cell phone may send an alarm (such as a few beep-
s) to the patient, and the patient may make the ultimate decision as to weather the
IMD access attempt is legitimate. In (3) we utilize the human to guard against low
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confidence. Note that even if our scheme fails to detect an actual attack, the attacker
will still need to authenticate with the device.

In our research, we designed an efficient classification scheme based on SVMs.
Next, we discuss the details of using SVMs to detect RD attacks on IMDs. SVMs
are efficient tools for the following task: Given some data points, and each point
belongs to one of two classes, the SVM will decide which class a new data point
will be classified in. Furthermore, SVMs work efficiently with small sample spaces.
Hence, it is a good candidate for defending IMDs. For each SVM, there are many
hyperplanes that might classify the data. One reasonable choice as the best hyper-
plane is the one that represents the largest separation, or margin, between the two
classes. Hence, we choose the hyperplane such that the distance from it to the n-
earest data point on each class is maximized. A SVM can be formally represented
as:

D = {(xi,yi)|xi ∈ Rp,yi ∈ {−1,1}}l
i=1), (3.1)

where yi is either 1 or -1, indicating the class to which the point xi belongs. Each xi is
a p-dimensional real vector. We want to find the maximum-margin hyperplane that
divides the points having yi = 1 from those having yi =−1. Any hyperplane can be
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1.  Receive verification request.
2.  Use GPS to get current location.
3.  Diagnosis by the SVM-base scheme. 
4.  If pass, send 1 to IMD.
5.  If fail, send 0 to IMD, and/or beep/
vibrate  to alarm the patient.

1. Home location 

2. Office location

3. Clinical location 

4. Pharmacy location 

IMD

1. Send verification request

2. If receive 1, continue.

3. If  receive 0, go to sleep. 

Valid reader

Bogus reader

Fig. 3.2 Utilizing patient’s IMD access-pattern to defend RD attacks
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written as the set of points x satisfying w•x−b = a,a ∈ [1,−1], where • denotes the
dot product of two vectors. We want to choose the vectors w and b that maximize
the margin. The optimization problem in primal form is formulated as follows:

min{ ∥w∥2

2 }
sub ject to : yi(w• xi −b)≥ 1, f or any i = 1, ..., l.

(3.2)

The original optimal hyperplane algorithm - proposed by Vapnik in 1963 - was
a linear classifier. In 1992, Boser et al. proposed a way to create non-linear classi-
fiers by applying the kernel trick [40] to maximum-margin hyperplanes [41]. The
resulting algorithm is similar, except that every dot product is replaced by a non-
linear kernel function, which was expressed by Boser et al. and Cortes et al. as the
following optimization problem:

min{ 1
2 wT w+C ∑l

i=1 ξi}
sub ject to : yi(wT φ(xi)+b)≥ 1−ξi, ξi ≥ 0.

(3.3)

Here training vector xi is mapped into a higher dimensional space by the function
φ . Then the SVM finds a linear separating hyperplane with the maximal margin in
this higher dimensional space. C(>0) is the penalty parameter of the error term. In
equation (3), w is also in the transformed space, and w = ∑i aiyiφ(xi). Dot products
with w for classification can again be computed by the kernel trick, i.e., w•φ(x) =
∑i aiyik(xi,x j). Hence, once we obtain C and γ that maximize the margin, we obtain
the SVM of normal behavior. The SVM model is implemented in the patient’s cell
phone and is used for real-time classification of each IMD reading attempt. The
kernel function k(xi,x j) = φ(xi)

T φ(x j). Some common kernels include polynomial
functions, radial basis functions, Gaussian radial basis functions, and hyperbolic
tangent functions. In our work, we use a radial basis function as the kernel function:
k(xi,x j) = exp(−γ∥xi − x j∥2), γ > 0.

3.3.1.3 IMD Access During Emergency

Note that our SVM-based scheme is designed for moderating device access under
non-emergency conditions. When a patient experiences an emergency (such as a
heart attack) the patient may be in any location and the emergency may happen at
any time, that is, the location and/or time may not be considered to be a normal
access pattern. However, emergency personnel may still need to access the patient’s
IMD. To resolve the conflict, we propose the following approach: When the IMD
detects an emergency condition (e.g., heartbeat is above 140 beats per second), it
will deactivate the SVM-based security scheme. Emergency personnel can then ac-
cess the IMD without being blocked by the SVM. Another approach for providing
access to IMDs in emergency situations is to use back doors engineered into the
IMD. For example, a common master key may be used to access a group of IMDs.
The key is secured and maintained by hospitals. Only authorized Doctors or emer-
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gency personnel have access to the master key. When an ambulance is called, the
master key is obtained and carried with the IMD reader. The IMD reader will then
be able to read patient’s IMD.

3.4 Performance Evaluation

We conduct experiments to evaluate the performance of an SVM-based security
scheme.

3.4.1 Experiment Design

We consider the case of an ICD. In our experiments, we first pre-processed the
patient’s access data. Recall that the patient’s access data is denoted as a vector:
x =< a1(x),a2(x),a3(x),a4(x),a5(x) >, representing reader action type, the time
interval of the same action, location, time, and day, respectively. For a1(x), we label
ICD identification as 1; obtaining patient data as 2; obtaining cardiac data as 3;
changing patient name as 4; setting ICD’s clock as 5; changing therapies as 6; and
inducing fibrillation as 7. For a2(x), we classify them to three categories. If the time
interval is longer than one week, we label it as 1; if the time interval is shorter than
one week but longer than one day, we label it as 2; if the time interval is shorter
than one day, we label it as 3. As for a3(x), we label hospital as 1; home as 2; and
pharmacy as 3. For a4(x), we label 24 different values representing the hour of the
day. For a5(x), we label weekday as 0; and weekend as 1. For example, a vector 4,
1, 1, 9, 0 means that a reader attempted to change the patient’s name in the hospital
at 9am during a weekday, and the last time that the patient’s name was changed was
more than a week ago. In our experiments, the total sample size is 3,000. We used
2,500 samples to train the SVM model, and the remaining 500 samples were used to
test it. In order to obtain a better SVM model, we randomly selected the training data
(2,500 samples) from the 3,000 samples, and we trained the model several times.

3.4.2 Test Results

First, we used linear classifiers for the SVM model. We ran a total of 50 tests. Table
3.1 lists the SVM parameters and the test accuracy of 10 (out of 50) tests using linear
classifiers. We got best w=(0.0938, 0.1934, -0.1340, -1.1284, 0.0460), b=-3.4654.
Then, we used non-linear classifiers for the SVM model. Table 3.2 lists the SVM
parameters and the test accuracy of 5 (out of 50) tests using the non-linear classifier.
The highest accuracy that we got by using the optimal non-linear SVM classifier
is 99.9%, that is, only one out of 500 diagnostics was not correct. We obtained the
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optimal parameters (C = 2,048, γ = 2) for the non-linear classifier based on the
data from these training tests. The optimal parameters are used to build the optimal
non-linear SVM classifier, which achieves better accuracy on most of the tests.

Table 3.3 summarizes our experimental results using linear and non-linear clas-
sifiers with optimal parameters over the 50 tests. Table 3.3 shows on average non-
linear classifiers perform better than linear classifiers. Non-linear classifiers achieve
an average accuracy of 97.0%, while linear classifiers have an average accuracy of
90.2%.

As we can see, both linear and non-linear SVM classifiers achieve high attack de-
tection accuracy. The above experimental results show that our SVM-based security
scheme is very effective in defending against RD attacks on IMD.

Table 3.1 Parameters and accuracy using linear classifier

Test w b accuracy

1 0.0940,0.1935,-0.1339,-1.1284,0.0460 -3.4646 88.6%
2 -0.0938,-0.1933,0.1340,1.1284,-0.0459 3.4656 90.0%
3 -0.0938,-0.1933,0.1339,1.1283,-0.0459 3.4653 88.2%
4 0.0944,0.1936,-0.1340,-1.1285,0.0463 -3.4637 89.2%
5 0.0938,0.1934,-0.1340,-1.1284,0.0460 -3.4654 91.2%
6 0.0939,0.1934,-0.1339,-1.1285,0.0457 -3.4657 89.8%
7 -0.0940,-0.1935,0.1338,1.1284,-0.0459 3.4647 89.0%
8 0.0943,0.1938,-0.1339,-1.1286,0.0463 -3.4635 88.8%
9 0.0944,0.1937,-0.1341,-1.1286,0.0462 -3.4642 90.8%
10 0.0939,0.1936,-0.1340,-1.1285,0.0461 -3.4652 88.4%

Table 3.2 Parameters and accuracy using non-linear classifier

Test C γ accuracy

1 2,048 2 99.9%
2 512 0.5 99.4%
3 8 2−15 82.4%
4 0.5 2 98.4%
5 32 2−13 84.7%

In the SVM-based scheme, we use the patient’s cell phone to perform most of the
computations. Hence, our scheme is a light-weight solution for IMDs. Since most
people carry a cell phone, our scheme does not have the drawback of requiring a
user to carry additional external devices. Furthermore, we utilize the human factor
in our scheme. That is, when our scheme detects a possible attack, the cell phone
will generate beeps or vibrate, which alarm the patient and ask the patient to verify
if the access attempt is a legitimate IMD access. With the involvement of the patient,
the detection rate can be further improved.
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Table 3.3 Summary of test accuracy of linear and non-linear classifiers using optimal parameters
over 50 tests

Type Non-linear classifier Linear classifier

Lowest 93.4% 88.4%
Highest 99.9% 91.2%
Average 97.0% 90.2%

3.5 Discussions and Extensions

3.5.1 Updating SVM Parameters

If a patient moves to another location, he/she can change the home location through
the cell phone. To model the access control pattern more precisely, we can update
the patient access pattern according to the patient access history once every month
or even once every two weeks. If a patient’s cell phone becomes lost or stolen, the
patient may reload the defense scheme into a new cell phone.

3.5.2 Distance-bounding Authentication Protocol between IMD
and Cell Phone

To avoid a bogus cell phone, we use the cell phone’s serial number as an authentica-
tion factor. In addition, we propose a distance-paired authentication scheme. Since
the patient’s cell phone is located physically near to the patient’s IMD, we can allow
IMDs to record the time difference from the transmission of verification request to
the time a reply is received. If the time outweighs the threshold, the IMD will ignore
the reply, as this cell phone may be a bogus cell phone.

3.5.3 Sleep Time

Since our goal is defending against resource depletion attacks, we can set the sleep
time to one hour or 30 minutes to decrease repeated authentication over an unac-
ceptably short period of time. The sleep time is flexible and depends on the patient’s
access control patten.
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3.5.4 How To Detect Emergency Situations

Pacemakers and implantable cardioverter defibrillators have the ability to detect
heartbeat per minute of the patient. An emergency can be considered to be a heart-
beat per minute larger than 120 or lower than 40. As for insulin pumps, if the blood
glucose is lower than 0.5/mol, it is an emergency.

3.5.5 Jamming Attacks Between IMD And Cell Phone

Since the distance between the IMD and the cell phone is always within 1 me-
ter, jamming attacks are not easy launched. The communication between the im-
plantable medical device and other fake cell phone will not inference the communi-
cation between the IMDs and the authorized cell phone.

Besides, we can limit the communication range of IMDs by several approaches:
reducing power; placing metal objects or meshes around the IMD; and constructing
special rooms or walls to block wireless signals. In addition, with the use of spe-
cialized firmware, we can limit the range of a wireless transmitter. One solution is
to utilize radio-absorbing paints by painting the exterior walls of a patient’s house.
Anti-Wi-Fi paint contains tiny aluminum-iron oxide particles that prevent wireless
signals and other radio waves from passing through. This is an effective but some
kind of an extreme measure to take against snoopers and hackers.

3.5.6 Applications

Right now, due to the development of smart phones, IT technology specialists are
about to integrate traditional medical sensors into smart phones. Thus, the patients
do not need to wear so many devices with them such as blood glucose reading
devices and display devices. We can imagine that the smart phones would be widely
used in modern medical system in the future. Therefore, this scheme proposed by
us can be used in many IMDs and real time medical system. Later on, we will work
on the unified secure wireless medical framework under smart phone.

3.6 Summary

IMDs are vulnerable to the RD attacks because typical IMDs have very limited en-
ergy, computation and storage resources. In this chapter, we proposed a new security
scheme that can effectively defend against the RD attacks. Our scheme utilizes the
patient’s IMD access patterns SVMs for real-time classification. We designed both
linear and non-linear SVM classifiers, and tested their performance. Our experimen-
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tal results showed that the SVM-based scheme can detect the RD attacks with very
high accuracy, with an average accuracy of 90% for linear SVMs and 97% for non-
linear SVMs. Also, our scheme can be generalized for wireless medical system with
smart phone.





Chapter 4
IMD Access Control during Emergencies

Abstract IMDs are widely used to treat chronic diseases. Many IMDs can commu-
nicate wirelessly with an outside programmer (reader). However, wireless access
also introduces security concerns. An attacker may obtain an IMD reader and gain
unauthorized access to a patient’s device. IMD security is an important issue, since
attacks on IMDs may cause physical harm to the patient. A number of research
groups have studied IMD security issues when the patient is in a non-emergency
situation. However, these security schemes usually require the patient’s participa-
tion, and therefore may not work during emergencies (e.g., when the patient is in a
coma). In this chapter, we present a light-weight secure access control scheme for
IMDs during emergencies. Our scheme utilizes the patient’s biometric information
to prevent unauthorized access to the IMD. The scheme consists of two levels: level
1 is a lightweight scheme using some basic biometric information about the patient;
level 2 utilizes a patient’s iris for authentication in a very effective manner. We al-
so make one contribution in human iris verification: we show that it is possible to
perform iris verification by comparing partial iris data rather than using iris data of
an entire eye. This significantly reduces the overhead of iris verification, which is
critical for resource-limited IMDs. We evaluate the performance of our schemes by
using real iris data sets. Our experimental results show that the secure access control
scheme is very effective and has small overhead (hence feasible for IMDs). Specif-
ically, the false acceptance rate (FAR) and false rejection rate (FRR) of our secure
access control scheme are close to 0.000% when suitable thresholds are used, and
the memory and computation overheads are very small. Our analysis shows that the
secure access control scheme reduces computation overhead by an average of 58%.

4.1 Introduction

Traditional security schemes that are designed for sensor networks and other sys-
tems cannot be directly applied to IMDs, due to the severe resource constraints of
IMDs, in terms of energy supply, processing capability, and storage space. For ex-

25



26 4 IMD Access Control during Emergencies

ample, an IMD manufactured in 2002 (still being used today) contains as little as
8 KB of available storage [25]. Furthermore, it is not easy to replace the battery
for most IMDs, as this process requires the patient to undergo a surgical procedure.
Hence, it is challenging yet critical to design effective and resource-efficient security
and privacy schemes for IMDs.

In our research, we design specialized light-weight security schemes for IMDs.
Most IMDs are embedded in (or closely attached to) a patient’s body. Based on this
fact, we propose novel access control schemes for IMDs by utilizing the human
factor.

A number of literatures (e.g., [25], [19], [20], [22], [21], [23], [24] and [11])
have considered access control for IMDs when the patient is in non-emergency sit-
uations. The scheme in [24] could be used for IMD access control when the patient
is in an emergency situation. However, it is difficult to integrate the circuitry of
the audio receiver into the circuitry of IMDs. This scheme also needs to shield the
audio receiver circuit from the circuit of the IMD, which is difficult to engineer.
Furthermore, when there are barriers between the patient and external monitoring
equipment, its accuracy decreases dramatically.

An intuitive approach for IMD access control during emergencies is to pre-
configure a backdoor key in the IMD. In an emergency, the medical personnel first
need to obtain the backdoor key, and then use the key to access the IMD. Howev-
er, key-based backdoor approaches have limitations. Some papers propose storing a
global backdoor key on a server, and medical personnel could obtain this key via the
Internet. This does not work if the unconscious patient is in another country where
doctors may not have access to the server. Neither does storing the key on a hospital
server. Maintaining a globally available backdoor key is costly.

In summary, none of the existing IMD access control schemes work well during
emergencies. In this paper, we present a novel Biometric-Based two-level Secure
Access Control (BBS-AC) scheme for IMDs when the patient is in emergency situ-
ations (such as a coma).

During emergencies, a patient (say Bob) may be unconscious and therefore can-
not give his credentials (such as a token and a key) to the medical personnel, nor
can he show his ID to inform medical personnel about his medical information. Our
main objective is to pre-configure a key based on the patient’s biometrics in the
IMD.

With a secure access control scheme, a doctor (who may be in another country)
will be able to access Bob’s IMD, obtain his identity and medical information from
the IMD, and perform corresponding medical treatments. With the protection grant-
ed by the secure access control scheme, an attacker will not be able to obtain any
useful information from the IMD and therefore will be incapable of causing any
harm to the patient.

Biometrics is a technology used for recognition or verification of a person by
using unique human physical characteristics, such as fingerprints, hand geometry,
iris, and voice. Biometrics provides effective methods for identification, which can
be used for access control and various security functions. It is more effective than
password/PIN or smart cards due to the following traits: there is no need to memo-
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rize passwords; physical presence of the person is required; and credentials cannot
be borrowed, stolen, or forgotten. Hence, it is suitable for applications in emergency
situations. In our BBS-AC scheme, we utilize a patient’s basic biometric informa-
tion and iris image.

Our BBS-AC scheme has two levels. The 1st level uses basic biometric infor-
mation, including the pattern of the patient’s fingerprint, patient height, and patient
eye color. The 1st level provides fast authentication that can defend against attack-
ers who do not possess much biometric information about the patient. If an attacker
passes the first level, he/she still needs to pass the 2nd level of authentication, which
uses the patient’s iris image. In our scheme, it is not necessary that the clinical per-
sonnel know the key or get the token in advance and it is not necessary to keep the
back door keys on a global database. What the clinical institution needs is just a de-
vice to acquire the patient’s iris image and basic biometric information, this solution
is cheap and very easy to accomplish.

Iris recognition is one of the most precise biometric authentication methods. It is
also the fastest biometric authentication method. The iris is considered to be an in-
ternal organ, which is protected by the eyelid and cornea. It is harder for an attacker
to obtain a good iris image of a person, compared to fingerprints and a face image.
In general, it is not easy for an attacker to get a high-quality iris image of a patient.
The best way to get a detail-rich iris image is to use a near infra-red (NIR) camer-
a. However, a NIR camera only works well when it has a distance of 50-70 cm to
the person from the front. Within this range, a patient can easily detect a malicious
attacker. Due to the above reasons, we choose the patient’s iris image as the main
biometric used in our access control scheme.

We summarize the major contributions of our work below:
1. Based on real iris data sets, we discover that there is one special bit set–

Discriminative Bit Set.
2. Via experiments on real iris data sets, we demonstrate that iris recognition can

be accomplished by comparing only the Discriminative Bit Set (instead of the entire
iris code), which decreases the computational overhead of iris recognition by an
average of 58%.

3. We design a novel biometric-based two-level secure access control scheme
for IMDs during emergencies. Our experiments on real iris data sets show that the
scheme is very effective and has small overhead (suitable for IMDs). Both the FAR
and FRR are close to 0.000%.

4.2 The Biometric-Based Two-Level Access Control Scheme

Many IMDs manufactured today have incorporated certain security functions into
their design. Hence, it is reasonable to assume that an IMD has basic security pro-
tections. For example, during non-emergency situations, an IMD reader still needs
to pass an authentication process in order to access an IMD (e.g., reading data from
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the IMD). That is, all information (including patient iris data) that is pre-loaded in
an IMD is protected.

In this research, we design a novel Biometric-Based two-level Secure Access
Control (BBS-AC) scheme for IMDs during emergencies. The first level employs
some basic biometric information of a patient and it is discussed in chapter 4.2.1.
The second level access control scheme utilizes human iris images for access control
and it is discussed in chapter 4.2.2.

Level 1--input

patient’s bio-

info:1001..

pass?

Pass?

Level 2--input

iris sample

Access denied,

IMD turn to

sleep mode

NoYes

No

Yes
Access granted,

enter communicat-

ion mode

Compare with stored

patient’s bio info

Compare with stored

original iris template

Fig. 4.1 Biometric-based two-level secure access control scheme
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4.3 Level-One Access Control Using Basic Biometrics

4.3.1 An Overview of Biometric

A biometric system is essentially a pattern recognition system which recognizes a
user by determining the authenticity of a specific anatomical or behavioral char-
acteristic possessed by the user. To design an practical biometric system, a lot of
important issues must be considered. First, a user must be enrolled in the system so
that his biometric template or reference can be captured. This template is secure-
ly stored in a central database or somewhere designated to the user. The template
is used for matching when identifying. A biometric system can operate either in a
verification (authentication) or an identification mode on demand.

There are two ways to recognize a person: verification and identification. Ver-
ification involves confirming or denying a person’s claimed identity. On the other
hand, in identification, the system has to recognize a person from a list of N users
in the template database. Identification is a more challenging problem because it
involves 1:N matching compared to 1:1 matching for verification.

While biometric systems, particularly automatic fingerprint identification sys-
tems (AFIS), has been widely used in forensics for criminal identification, and a
large number of other civilian and government applications due to progress in al-
gorithm and sensors. Now, biometrics is being used for physical access control,
computer log-in, welfare disbursement, international border crossing and national
ID cards. It can be used to verify a customer during transactions conducted via tele-
phone and Internet (eCommerce and eBanking). In automobiles, biometrics is be-
ing adopted to replace keys for keyless entry and keyless ignition. Due to increased
security threats, the International Civil Aviation Organization approved the use of
e-passports.

4.3.2 Suitable Biometric

A human fingerprint pattern is governed by the shape, size, and placement of volar
pads [42]. Fig. 4.2 shows the three fingerprint types: arch, loop, and whorl. High-
er and symmetric volar pads tend to form whorls, flatter and symmetric volar pads
tend to form arches, while asymmetric volar pads tend to form loops. The finger-
print types of a human does not change during the course of a human’s life. Hence,
we choose the fingerprint types as one of the basic biometrics in level-one. Level
one uses fingerprint types of a patient’s ten fingers, patient’s iris color and patient’s
height.
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4.3.3 Detailed Design

Level one uses the following three kinds of basic biometrics for access control:

• Fingerprint types of a patient’s ten fingers: 0 for arch; 1 for loop; and 2 for whorl.
• Patient’s iris color: 0 for dark brown; 1 for light brown; 2 for blue; and 3 for

green [43].
• Patient’s height.

The three kinds of basic biometrics are relatively stable for an adult. It is not
easy for an outside attacker to get all three kinds of biometric information. Hence,
the level-one scheme should be able to defend against many “random” attackers.
The benefits of the level-one scheme include:

• The storage required for the basic biometrics is small.
• The computation to verify the basic biometrics is light, which also means the

power consumption is low.
• The verification can be done quickly (due to the above two benefits).
Furthermore, the level-one scheme gives an authorized individual (e.g., clinical

personnel) quick and easy access to an IMD during an emergency, because the clini-
cal personnel have direct/close contact with the patient and they can easily obtain the
three basic biometrics. Some extreme cases could prevent medical personnel from
obtaining such biometric information. For example, the patient’s fingerprints have
been destroyed by burn injuries. In such extreme cases, it is probably more impor-
tant to perform other medical treatments, rather than trying to access the patient’s
IMD. This issue is our future work.

If an attacker is able to collect all three biometrics of a patient, then he still needs
to pass the level-two authentication in order to access the IMD. We discuss the
details of level-two access control in the chapter 4.4.

Fig. 4.2 A front-on view of
the human eye
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4.4 Level-Two Access Control Using Iris Verification

4.4.1 Challenges and Issues

Fig.4.3 is a front-on view of a human eye. Areas of the iris that are obscured by
eyelids, eyelashes, or reflections from eyeglasses, or that have low contrast or a low
signal-to-noise ratio lead to errors. Even through the false reject rate (FRR) and
false accept rate (FAR) are very small, since the number of population is very large,
the errors are sometimes recurring. Besides, how to decrease the computation of
verification is very important due to the limited resources of the IMD.

4.4.1.1 Obtaining Iris Images

In case of an emergency, clinical staff can remove a patient’s contact lenses and
carry out strict constrains such as no eyelid and no eyelash that may shadow the
iris during iris image acquisition. Thus, the error from eyelid and eyelash can be
reduced dramatically.

We use the patient’s iris image as reference image during the verification, and
we can acquire a sample iris image and then do the verification. For every IMD,
there is only one valid iris image. Before we pre-configure the data for verification
in the IMD, we select the highest quality iris image from multiple iris images (of the
same patient) as a reference iris image. The IMD has severely limited computational
resources, so we try to reduce the needed computation during the verification. If a
color iris image is used to do verification, then we need to add a secondary step to
compress the image because the color iris image is bigger than a gray iris image. In
addition, NIR lighting can penetrate the iris’s surface and reveal the intricate texture
details that are present even in dark-colored irides. So we still use a gray iris image
to do verification.

Using existing key generation methods, the false rejected rate (FRR or FNM-
R) is not perfect while false accepted rate (FAR or FMR) is ok. In [44], when the
FAR=1.35%, the FRR=11%. This is not good for emergencies. Because safety out-

Fig. 4.3 Three fingerprint types: (a) arch (b) loop (c) whorl [19]
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weighs security in case of emergency , we should not deny a genuine patient iris; so
we have to reduce the FRR.

4.4.1.2 Generating Iris Codes

We store the patient’s iris code θre f in the IMD before implanting the IMD into the
patient’s body. When the θsam is input by clinical personnel, the IMD executes the
verification process. We use the schemes in [45] to get the iris code, which is 9600
bit.

Firstly, we employ an automatic segmentation algorithm (circular and linear
Hough transform) to localize the iris region from the eye image. We also isolate
the eyelid, eyelash and reflection areas. In addition, we can use threshold for iso-
lating eyelashes and reflections. Next, the segmented iris region was normalized to
eliminate dimensional inconsistencies between iris regions by implementing a ver-
sion of Daugman’s rubber sheet model. Our scheme employs Log-Gabor filters to
encode iris pattern data. Finally, features of the iris were encoded by convolving the
normalized iris region with 1D Log-Gabor filters and phase quantizing the output in
order to produce a bit-wise biometric code. A total of 9600 bits code are calculated
for the iris, and an equal number of masking bits are generated in order to mask out
corrupted regions within the iris.

The frequency response of a Log-Gabor filter is given below:

G( f ) = exp(−(log( f/ f0))2

2(log(σ/ f0))2 , (4.1)

where f0 represents the center frequency, and σ gives the bandwidth of the filter.

4.4.2 Discriminative Bit Set

4.4.2.1 The Discriminative Bit Set of Iris Codes

As mentioned in 4.4.1, the noise of iris codes mainly comes from areas that are
obscured by eyelids and eyelashes. We focus on these two causes to reduce the noise
of iris codes, which would increase the accuracy of iris verification. In our research,
we wonder whether the iris codes of the same person exhibits some sort of pattern.
We then try to find patterns among iris codes via experiments on several real iris data
sets, including CASIA V1.0 and CASIA-IrisV3-Interval [46]. Fortunately, we are
able to find one kind of special bit set among multiple iris codes of the same person.
In addition, the authors of [47] first presented experiments documenting that some
bits in an iris code are more consistent than others. Based on our experiments and
experiments documented in [47], we realize that it is possible to perform verification
by using only a small portion of the iris codes (special bit set). This greatly reduces
the storage and computation requirements of iris verifications, which is significant
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for resource-limited IMDs. We refer to this kind special bit set as a Discriminative
Bit Set.

Discriminative Bit Set – In an iris data set, each iris may have multiple images.
For each iris, we choose the clearest image (denoted as image 1) as the reference
image. An iris code is generated from each iris image. Recall that an iris code has a
fixed length of binary bits (0 or 1). Then we compare the iris code generated from
image 1 (the reference code) with iris codes generated from other images of the same
iris. We record the locations of same bits (denotes as locations12 S12) between the
reference code and another iris code 2. Similarly, we record the same locations13
S13 between the reference code and iris code 3. We do this for all codes that are
generated from the same iris. Suppose there are a total of k codes for the same iris.

Fig. 4.4 The process to get
the Discriminative Bit Set

Fig. 4.5 Matching process
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In the end, we obtain the intersection of S12, S13, ..., and S1k. The intersection is
denoted as set S. The formal definition is given below.

Definition 1. Definition :
Si j = {si j| si j is a location where iris code i and j have the same bits}

S= S12 ∩S12 ∩ ...∩S1k. (4.2)

If we find the invariant location set S among identical bits of the same iris, we
can compute the hamming distance of these places between the two iris codes.

If this distance is greater than one given threshhold T h, this means these two iris
codes have little probability to belong to the same iris, and they are considered to be
a different identity. Otherwise, if this distance is less than the given threshhold T h,
this means these two iris codes have high probability of belonging to the same iris.
Through this scheme, we can decrease the computational overhead for matching
schemes dramatically.

We perform experimental study on two real iris data sets (CASIA V1.0 and
CASIA-IrisV3-Interval), and record the Discriminative Bit Set S among iris codes
for each iris. Furthermore, we conduct iris-verification tests by using both the Dis-
criminative Bit Set S and the entire-length iris codes. Our study shows that using
only S for iris verifications provides similar accuracy as that of using entire-length
iris codes. However, using only S reduces about 58% of the computation overhead
of iris verifications. We analyzed a real iris image data set CASIA V1.02, and ob-

Fig. 4.6 Comparison of intra-class and inter-class Hamming distance
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tained the length information of the Discriminative Bit Set S. On average, while the
ratio of S to the complete iris code length is 41.72%. This shows that using S to
verify can greatly reduce storage and computation overheads.

Table 4.1

Data Sets LS LT LS/LT

V1-1-2 4,415 9,600 45.99%
V1-2-2 3,384 9,600 35.25%
V1-3-2 5,675 9,600 59.11%
V1-4-2 5,662 9,600 58.98%
V1-5-2 3,281 9,600 34.18%
V1-6-2 4,579 9,600 47.70%
V1-9-2 2,999 9,600 31.24%
V1-14-2 3,120 9,600 32.50%
V1-51-2 3,358 9,600 34.98%
Average 3,852 9,600 41.72%

4.4.3 Matching Scheme for Iris Codes

4.4.3.1 Uniqueness of Discriminative Bit Set

We perform several tests on real iris data sets, to ensure that the subset S can provide
the same degree of accuracy for iris verifications as the complete iris code. The
first test was to confirm the uniqueness of the set S for any given iris. For a given
iris, there may be multiple iris codes (generated from multiple images of the same
iris). However, the set S should be unique for any given iris/eye. This uniqueness is
important since it is the foundation of accurate iris verification using the set S. In
our experiments, we confirm the uniqueness of set S. Uniqueness was determined
by comparing set S generated from different eyes, and examining the distribution
of Hamming distance values produced. This distribution is known as the inter-class
distribution [48].

Fig.4.6 shows comparisons between intra-class and inter-class Hamming dis-
tances. As we can see from Fig.4.6: for all the tested data, the inter-class Hamming
distances are always larger then 0.45; on the other hand, most intra-class Hamming
distances are less than 0.3. A serial of comparisons can verify the uniqueness of set
S in iris codes.

We use the example below to show how to obtain intra-class Hamming dis-
tances. We test V3-218-R image sets. We compare image S1218R07.jpg with
S1218R01.jpg, S1218R02.jpg, S1218R03.jpg, S1218R04.jpg, S1218R05.jpg and
S1218R06.jpg. Then we get the set S. Once that is completed, we compare the set S
of S1218R07.jpg’s with the set S of S1218R08.jpg, S1218R09.jpg and S1218R10.jpg,
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obtaining 3 intra-class hamming distances. An inter-class Hamming distance is ob-
tained by comparing the set S of iris codes generated from two different iris.

An essential goal of iris recognition/verification systems is to achieve a distinct
separation of intra-class and inter-class Hamming distance distributions. To do this,
a separation Hamming distance value (threshold) needs to be chosen. When com-
paring two iris codes, the threshold is used to make a decision, i.e., whether the two
codes are generated from the same iris or not. If the Hamming distance between the
two iris codes is less than the threshold, then the two codes are deemed to have been
generated from the same iris. Otherwise, the two codes are considered to have been
generated from different irises. The distance between the minimum Hamming dis-
tance value for inter-class comparisons and maximum Hamming distance value for
intra-class comparisons can be used as a set threshold. Most iris matching schemes
(e.g., the one in [45]) need to compare the entire iris code. In this chapter, we present
a novel iris matching scheme, which only uses part of an iris code in the first step.
Our scheme is based on the following observation: the iris codes of the same eye
have many invariants. If the locations of invariant bits in an iris data set are relative-
ly fixed, then we can determine the locations of discriminative bits and use the bits
on these locations to perform verification. This would reduce the computation while
still keeping a desired matching accuracy.

The Hamming distance is commonly used as a matching metric. In the iris ver-
ification case, a Hamming distance gives a measure of how many bits are different
between two iris codes. If the hamming distance is less than the threshold, the verifi-
cation is successful. Otherwise, the authentication fails. Here, we choose fractional
Hamming distances as our matching metric.

Recall that we defined Discriminative Bit Sets S of an iris code. Based on the
above observations and definitions, we only need to compare the set S of two iris
codes.

There is a Hamming distance threshold (denoted as th) for each step. If the Ham-
ming distance (hd) is greater than (or equal to) th, then the two iris codes are con-
sidered to have been generated from different irises, and the matching fails. If hd is
less than th, then the two iris codes are considered to have been generated from the
same iris. Formal definitions of the aforementioned fractional Hamming distances
are given below.

In our work, we also perform experiments on iris codes by considering noises.
Denote the Hamming distances (when considering noises) as hd. The formal defini-
tions are given as follows:

hd′ = 1
m−∑ j∈S θre f n j (OR)θsamn j

∑ j∈S θre f j

⊕
θsam j

(AND)θre f n′j
(AND)θsamn′j

.
(4.3)

Notes: m is the cardinality of set S, θre f is the patient’s reference iris code, which
is stored in the IMD. θsam is the input sample iris code, which will be tested against
θre f . In the above equation, j belongs to subset S. This means that only bits of
subset S are compared. θre f n and θsamn are the corresponding noise masks (the set
of noise bits) for iris code θre f and θsam, respectively. And θre f n′ and θsamn′ are the
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complementary set of θre f n and θsamn, respectively. Compared with the iris matching
scheme in [47], our scheme reduces the computational overhead.

4.5 Performance Evaluation

4.5.1 Experimental Data Sets

In our research, we use real iris image data sets to evaluate our scheme. The iris data
sets were collected by the Chinese Academy of Sciences’ Institute of Automation
(CASIA). We use two data sets - CASIA V1.0 and CASIA-IrisV3-Interval. In our
current experiments, we use part of the iris images from the two data sets. Specif-
ically, we use a subset V1 (with 264 images) of the CASIA V1.0 data set, and a
subset V3 (with 1,370 images) of the CASIA-IrisV3-Interval data set. The informa-
tion is summarized in Table 4.2. The total number of iris images that we used is
1,634 = 264+1,370, and they are generated from 198 subjects (human). For each
iris, we choose the clearest iris image as the reference image, and other images of
the same iris are used as training or testing data.

With these iris images, we use the algorithm in [45] to generate iris codes and the
corresponding noise masks. We then perform various experiments by using the iris
codes (and noise masks for some tests). The parameters chosen by us is the same as
in [45], which can generate an iris code of 9,600 bits.

Table 4.2 Eye image sets used for testing the system

Set Name CASIA V1.0 CASIA-IrisV3-Interval

Subset V1 V3
# of Images 264 1370
# of Intra-Class Comparisons 308 1670
# of Inter-Class Comparisons 3644 52690

4.5.2 Experimental Parameters

According to [49], the optimum encoding of iris features is with one 1D Log-Gabor
filter with a bandwidth given by a σ/ f of 0.5. The optimal center wavelength of
this filter is 18.0 pixels. An optimum code size with radial resolution of 20 pixels
and angular resolution of 240 pixels was chosen for both data sets. These parame-
ters generate a biometric code that contains 9600 bits of information. We use these
optimal parameters in our experiment.
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The parameters we choose are the same as the parameters in [45], which can
generate an iris code of 9,600 bits. And they are given in the following:

•Bandwidth of 1-D Log-Gabor filter : 0.5
•Center wavelength of this filter: 18.0 pixels
•Radial resolution: 20 pixels
•Angular resolution: 240 pixels

4.5.3 Experimental Results

Nextly, we present our experimental results on iris verification/ matching by using
the BBS-AC scheme. In our experiments, we use FAR and FRR as metrics.

1. False acceptance rate (FAR): the probability of situations where an impostor
is accepted, also known in detection theory as a false alarm.

2. False rejection rate (FRR): the probability of situations where a user is incor-
rectly rejected, also known in detection theory as a miss.

FAR and FRR include matching errors and biometric signal acquisition errors.
Although they are convenient measures for a potential system user, they have some
ambiguity because they vary if the system allows multiple attempts or has multiple
templates. For this reason, matching algorithm errors are defined as those for a single
comparison of a submitted sample against an enrolled template (model). Thus, the
following matching errors are defined.

False match rate (FMR): It is the expected probability that a sample is incorrectly
declared to match a single randomly-selected on-self template.

False nonmatch rate (FNMR): It is the expected probability that a sample is in-
correctly declared not to match a template of the same measure from the same user
supplying the sample.

Therefore, false match/nonmatch rates are calculated over the number of com-
parisons. Furthermore, false accept/rejection rates include failure-to-acquire rates
(FTA), defined as the expected proportion of transactions for which the system is
unable to capture a biometric signal of adequate quality. The equivalent, when a
verification decision is based on a single attempt, is the following:

FAR = (1−FTA)∗FMR,
FRR = (1−FTA)∗FNMR+FTA.
Because we process strictly constrained image acquisition processes, (FTA ≈ 0),

then
FAR = FMR,
FRR = FNMR.
In our experiment, we use FMR and FNMR to stand for FAR(miss detection rate)

and FRR(false positive rate), respectively.
There is a trade-off between these metrics. For a iris verification system where

a large Hamming-distance threshold (e.g., T h) is used, then few impostors can fool
the system, but a lot of legitimate users will be rejected. On the other hand, using a
small threshold works well for the legitimate users, but it is easier for an attacker to
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fool the system. For our IMD access control system, FRR outweighs FAR because
safety outweighs security during emergencies. It would be very costly if a legitimate
user (e.g., a doctor) is denied access to the IMD when a patient experiences an
emergency.

Table 4.1 lists our experimental results of FAR and FRR for different thresholds
based on V3 data sets with noise. As we can see from the Table, if suitable thresholds
T h are selected then both FAR and FRR can be 0.000%. In summary, our scheme is
very effective.

Table 4.3 False accept and false reject rates with different threshold based on V3 data sets(no
noise and 7 train images)

Th FAR(%) FRR(%)

0.4 1.254 0.000
0.3 0.000 0.000
0.2 0.000 6.634

Table 4.4 False accept and false reject rates with different threshold based on V3 data sets (with
noise and 7 train images)

Th FAR(%) FRR(%)

0.04 6.323 0.000
0.03 0.000 0.000
0.02 0.000 3.346

Table 4.5 False accept and false reject rates with different threshold based on V1 data sets (no
noise and 3 train images)

Th FAR(%) FRR(%)

0.5 46.137 0.000
0.4 0.000 0.000
0.3 0.000 0.000
0.3 0.000 6.243
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Table 4.6 False accept and false reject rates with different threshold based on V1 data sets (with
noise and 3 train images)

Th FAR(%) FRR(%)

0.25 18.639 0.000
0.20 0.000 0.000
0.10 0.000 8.728

4.6 Performance Analysis

4.6.1 Security Analysis

In the following several paragraphs, we analyze the security features of our system.
Our basic design depends on two factors: an iris code and a patient’s three basic
pieces of biometric information. If these three basic biometrics are compromised,
the iris code remains secure. The first authentication is completely independent of
the iris code. It is not easy to obtain the iris code of another person. An NIR camera
is needed, and it is difficult to capture a good iris image without being noticed; iris
code theft is most likely be conducted using subverted equipment in falsely genuine
verification settings [50]. If an attacker obtains an iris code; then our scheme rely
on the first level (i.e., the three basic biometrics). The probability of the three basic
pieces of biometric information being identical is:

pr = 1/(310 ×4×255) = 6.6412e−008,
H = log2(pr)≃ 25.85b.

(4.4)

Now let’s consider the opposite case: when the three pieces of basic biometric in-
formation are stolen, but the iris code remains unknown. Correlations exist in every
iris: these are partially caused by the radial structure of furrows, but some further
amplitude and phase correlations are introduced by the 1D Log-gabor wavelet de-
modulation used to generate an iris code. The critical question is whether these
correlations can be used, together with the correlations introduced by the error-
correction process, to unlock the code. However, experiments on large corpora of
iris codes show that a 9,600-bit iris code has 1,068 degrees of freedom [45], and that
there is little systematic correlation among irises [51]. To try to set a rough lower
bound on the difficulty facing an attacker who attempts to reconstruct the code, we
consider the worst case and assume the attacker has a perfect knowledge of the cor-
relations within the subject’s iris code. Then the uncertainty of the iris code is only
1,068 bits. If we use h2 = 0.03 (with noise and 7 training images), so the attack-
er is trying to find a 1,068-bit string within about 9600 ∗ 0.03 = 288-bit Hamming
distance of the code, so let z=1,068, and w=288. By the sphere-packing bound [52]:

BF ≥ 2z

∑w
i=0 Ci

z
≃ 2z

Cw
z
= 2174. (4.5)
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Hence, such a search will require at least 2174 computations. This may seem to
be a small number to the crypto purist, who accustomed of thinking 512 bits as
adequate. However, several factors need to be discussed. First, iris codes currently
are - by a large margin - the most secure biometric available. Second, the value 2174

is a very conservative theoretical bound: if the attacker has little or no knowledge
about how the patient’s iris bits are correlated, the effort would be much larger,
and with the current state of knowledge one really do not know how to correlate
someone’s iris bits unless we know their iris codes somehow. Third, each of the 2174

computations is moderately complex, and involves coding and matching. Recall that
if the first attempt is not successful, then the patient’s IMD will enter a sleep mode.
Hence, our scheme is secure in both theory and in practice.

4.6.2 Computation Overhead

It takes less than 1ms to match a pair of sample and reference iris images by running
Matlab on a computer with a 2 GHZ CPU and 2 GB memory. The computational
overhead of our matching scheme is only about 42% of the scheme in [45]. This kind
of savings is significant for resource-limited devices, such as IMDs. Furthermore,
the verification time of our scheme is short, critical during emergencies. The level-
one authentication only needs to compare (10+2+8)=20 bits, while the level-two
authentication needs to compare about 9,600*0.42= 4,032 bits. From this we can
see that our level-one scheme is very light-weight, and significantly reduces the
computational overhead (and hence the energy consumption) of authentication.

4.6.3 Storage Requirement

The iris code that we used has a length of 9,600 bits. In addition, we need to store
the bit set S in an IMD, and the length of S roughly equals 40% of the length of an
iris code. Adding the storage of the basic biometric information, we need a total of
1,680 bytes (about 1.5 K) of storage space in an IMD. This is a reasonable storage
requirement for most modern IMDs.

4.6.4 Energy Consumption

A pacemaker (with a CPU of type 230) runs at 50 MHZ [53]. Hence, (4,032+20)
comparisons only takes about 0.08ms. The energy consumed is negligible in com-
parison with ordinary therapy or communication.
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4.7 Summary

In this chapter, we presented a light-weight secure access control scheme for IMDs
for use during emergencies. Our scheme utilizes a patient’s biometric information to
prevent unauthorized access to the IMD. The scheme consists of two levels: level-
one employs some basic patient biometric information and is lightweight; level-two
uses a patient’s iris data to achieve effective authentication. In this research, we
also made two contributions to the area of iris recognition: (1) Based on real iris
data sets, we discovered that there is one special bit sets–Discriminative Bit Set. (2)
Through experiments on real iris data sets, we demonstrated that iris recognition
can be accomplished by comparing only the Discriminative Bit Set (instead of the
entire iris code). This decreases the computational overhead of iris recognition by
an average of 58%. The experimental results showed that our IMD access control
scheme is very effective and has small overhead (suitable for IMDs). Both the the
false acceptance rate (FAR) and false rejection rate (FRR) are close to 0.000%.
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to generate iris codes from iris images. We did some modifications on Masek’s source code.



Chapter 5
Conclusion and Future Directions

Abstract First, we describe new attacks on wireless IMDs–wireless insulin pump.
Then, we discuss the challenges and possible solutions to defend against this kind
of attacks. Finally, we conclude the book.

5.1 New Attacks

IBM’s Jay Radcliffe presented an attack against insulin pumps at BlackHat confer-
ence in Aug. 2011. Using a USB device (which is used to upload data to a propri-
etary web based management site) purchased from eBay, Radcliffe [10] was able
to track data transmitted from the computer to the insulin pump and control the
pump’s operations. He found that he could cause blood glucose meters to display
inaccurate readings by the interception of wireless signals sent between the sensor
device and the display device on his blood glucose monitors. This attack requires
prior knowledge of the serial number of the device, which may be harvested using
existing technologies or social engineering skills.

Besides, McAfee’s Barnaby Jack was able to surreptitiously deliver fatal doses
to diabetic patients, up to the entire reservoir of insulin (300u). With software and
a custom-built antenna designed by Jack, he was able to locate and seize control of
any device (i.e. instruct the pump to perform any command) within 300 feet, even
without knowing the serial number of the insulin pump. In addition, Jack was able
to scan for any insulin pumps manufactured by Medtronic in the vicinity, and these
pumps would respond with the serial number of the devices [55]. Existing litera-
ture [28] analyzed the possible attacks and proposed the use of traditional crypto-
graphic approaches (rolling code and body-coupled communication) to secure the
communications link between the devices. However, the Carelink USB does not u-
tilize body coupled communications. Hence, the method in [28] is not suitable for
securing communication between the Carelink USB and insulin pumps.
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5.1.1 Paradigm Real Time Insulin Pump System

Fig. 5.1 shows the wireless links and electronic devices in the Medtronic Paradigm
real time insulin pump system. The One touch meter and sensor obtains blood glu-
cose readings. The insulin pump delivers insulin doses to the patient. In this system,
wireless link 1 is a remote control unit sending instructions to the insulin pump.
Wireless link 2 transmits blood glucose information from the blood glucose meter
to the insulin pump. Wireless link 3 sends the current blood glucose reading for the
sensor to the meter. Wireless link 4 transmits historical blood glucose readings to a
USB device that uploads the information to a web service. Wireless link 5 allows the
Carelink USB device to gather reports on blood glucose trends and patterns. Wire-
less link 6 sends current blood glucose levels to the pump. A laptop or PC is utilized
by the Carelink USB device to upload data to a web-based management system.

5.2 Attack Analysis and Attack Model

Wireless link 1 requires a remote serial number to be provided to the pump, and the
pump will vibrate/beep to confirm delivery and dosage. Since the remote control
only is capable of limit operations (bolus suspend, resume), an attack on this link
may not bring huge damage unless the adversary repetitively delivers the easy bolus
(0.5 unit per dose) many times within a limit time that is physically encoded into
the pump. Therefore, it is not easy for an attacker to perform this attack without the
patient noticing and intervening.

Wireless link 2 also requires a unique serial number to be entered into the pump.
The pump must be within 4 feet of a Paradigm Link meter in order to receive the
blood glucose reading. One pump can accept data from a limit of 3 meters. When
programming a bolus, the blood glucose measurement from the Paradigm Link me-
ter will appear as the default blood glucose value on the ENTER blood glucose
screen. If wireless link 2 is attacked, the meter and the pump would show different
numbers, making the manipulation obvious.

Wireless link 5 requires a unique serial number to be entered into a computer.
This link is then used to upload new settings to the pump. However, the end user
software does not contain this upload capability, so an attacker would need access
to the Carelink Pro software that is only legitimately available to qualified health
professionals. This kind of attack would alter insulin delivery without notifying the
user.

Wireless link 6 requires the serial number of the sensor to be entered into the
pump. If hacked, it would report a false blood glucose level to the pump. If a level is
reported that is out-of-pattern with the historical values the pump has been receiv-
ing, the pump assumes that the sensor is failing or not properly calibrated, and it
therefore requires the patient manually recalibrate the sensor. This attack could har-
m the patient by altering insulin delivery, but this attack is not fatal without patient
intervention.
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In order to defend against this kind of attack, the following goals must be
achieved:

• Limit the communication range of the pump.
• Securely associate the USB device, pump, and user.
• Quickly detect attacks and alert the patient.

5.3 Defending Scheme Set

5.3.1 Methods to Reduce Radio Range

We can limit the communication range of insulin pumps by several approaches:
reducing power; placing metal objects or meshes around the insulin pump; and con-

Fig. 5.1 An real time insulin pump system
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structing special rooms or walls to block wireless signals. In addition, with the use
of specialized firmware, we can limit the range of a wireless transmitter.

5.3.2 Clock Skew Scheme

Adding a timestamp to the data message, the pump can calculate the clock skew [56]
by simple computation and use that to identify the other communication party. This
method is very simple and efficient, but the hacker may modify his clock to falsify
the timestamp or the clock skew.

5.3.3 Radio Transmitter Fingerprinting Method

Because the sensors, remote controller, meter and insulin pump all have a radio
transmitter, we can use some radio transmitter fingerprinting methods (such as
MoTron TxID-1 [57]) to identify the sender. However, the kind of approach may
require users to add specialized and expensive devices to the insulin pump system.

5.3.4 Closed-loop Method

To prevent wrong data being transmitted to an insulin pump, we can choose a suit-
able metric and add a sensor to double check the blood glucose or insulin level
and send it to a Continuous Glucose Monitors System (CGMS). We can then check
whether the data is valid or not.

5.3.5 Uploading Behavior Pattern

Each patient may have his own pattern as when data is uploaded. A typical insulin
pump can save 3 months of logging information. The Carelink system can save all
logs. From the logs, we can get the patient’s uploading behavior pattern such as
when he/she uploads data. For the patient, it is easy to adjust settings through the
insulin pump, so he may seldom adjust the settings through Carelink USB. If we
monitor the setting adjustments through Carelink USB, then we can easily detect
the potential attacks.
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5.3.6 Monitoring Command Setting Changes

Through reverse engineering of the java applet that the Carelink USB reader used
for communications, we can get the command codes of changing settings. These
commands are as listed below:

1 SETTINGINDEX TEMP BASAL TYPE = 14;
2 SETTINGINDEX TEMP BASAL PERCENT = 15;
3 SETTINGINDEX PARADIGMLINK = 16;
4 SETTINGINDEX INSULIN ACTION TYPE = 17;
5 CMD TEMP BASAL RATE = 76 (Set Temp Basal Rate (bolus detection on-

ly);
6 MAX TEMP BASAL PERCENT = 200;
7 STROKES PER BOLUS UNIT = 10;
8 STROKES PER BASAL UNIT = 40;
9 PUMP NORMAL STATE = 3;
If we log every command of type 76, 200, 14, 15, and 17, then we can monitor

the setting adjustments on wireless link 5 to find out whether it is an intentional or
wrong increment of basal rate and bolus dose.

5.4 Summary

As more and more patients use IMDs, it is critical to secure the wireless communi-
cation links between IMDs and remote programmers/readers. Because attacks tar-
geting against IMDs may threaten a patient’s health or even life, security schemes
for IMDs should be carefully designed. In this book, we discussed state of the art
in the field of security and privacy of IMDs. We hope this book will lead to more
active research in this area.
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